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Abstract. Given an untrimmed medical instructional video and a tex-
tual question, medical video answer localization is to locate the precise
temporal span that visually answers the question. Existing methods pri-
marily rely on supervised learning to tackle this problem. This requires
massive annotated data for training and shows limited flexibility in gen-
eralizing across different datasets, especially in the medical domain. With
the remarkable advancements of large language models (LLMs) and their
multimodal variants (MLLMs), we explore a Socratic approach to com-
pose LLMs and MLLMSs to achieve zero-shot video answer localization.
Our method effectively takes advantage of the rich subtitles and visual
descriptions in instructional videos to prompt LLMs. We also develop
a subtitle refinement and early fusion strategy for better performance.
Experiments on MedVidQA and COIN-Med show that our method out-
performs existing state-of-the-art (SOTA) zero-shot multimodal models
significantly by 41.0% and 20.3% in mIoU, respectively. It even surpasses
SOTA supervised methods, suggesting the strength of our approach.

Keywords: Medical VideoQA - LLMs - Temporal Localization.

1 Introduction

Medical video analysis is pivotal in modern healthcare, supporting clinical decision-
making, medical education, and patient care. Medical video answer localization (Med-
VidQA) [4] is a key task that identifies precise temporal segments that contain rele-
vant answers to clinical questions. The capability enhances the accessibility of critical
medical knowledge and enables more efficient retrieval from vast amounts of recorded
medical procedures, lectures, and diagnostic sessions.

Compared to answer localization in common non-medical domain videos [3,7,25],
medical instructional videos introduce unique challenges due to the intricate, domain-
specific content and terminology. These videos often feature detailed and highly tech-
nical actions, such as surgical procedures or rehabilitation exercises that require a deep
understanding of the specific medical domain. Moreover, the textual questions often
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involve specialized terminology and ambiguous concepts, making it harder to match
them directly with visual content.

Existing methods for video moment localization typically rely on supervised learn-
ing [6,7,11,13], which demands a large amount of annotated data to train. However,
for medical instructional videos, obtaining large-scale labeled data is costly and time-
consuming, as it requires expert annotations that are precise and professional. There-
fore, zero-shot approaches, especially those focus on exploiting the rich pretrained
knowledge in large language models (LLMs), are more favorable. However, while LLMs
are equipped with rich knowledge, it is highly challenging to effectively invoke them
for medical video analysis. In common (non-medical) video domains, typical methods
achieve zero-shot moment localization by either cross-modal matching between mo-
ment proposals and queries [1, 12,23, 26,27, 30] or adopting Socratic approaches [28]
that converting video into timestamp-aware visual descriptions to prompt LLMs [2,
14,22, 24,29]. Despite their success, it is challenging to directly apply them to the
medical video domain. In the former, matching between question and video content is
difficult because of specialized terminology and professional actions in medical video
QA. The latter approaches fall short in generating domain-specific descriptions about
fine-grained motions with specialized terminology.

Aside from the visual and description data, in this paper, we highlight the impor-
tance of subtitles in instructional medical videos, since subtitles often provide fine-
grained and time-attached textual cues that reflect the key procedural transitions and
also contain medical terminology critical for understanding medical workflows. Unlike
the methods introduced in [5,9] that extract subtitles for model training, we adopt
a training-free approach that directly feed the subtitles along with tailored prompts
for LLMs to achieve temporal answer localization. A key challenge is that subtitles
and corresponding visual content are often not well aligned. Like other instructional
videos, we find that the spoken information and corresponding visual demonstration in
medical instructional videos are often out of sync. To tackle this challenge, we propose
a subtitle refinement strategy that aligns subtitles with visual frames based on their
cross-modal semantic similarities for better synchronization.

While video subtitles help to mitigate the domain gap between medical query and
video content, they do not fully represent the video. Thus, we further design a fusion
strategy for combining subtitles and visual information. Specifically, we first employ
a multimodal large language model (MLLM) (i.e., Qwen2-VL [21]) to describe the
visual content into textual descriptions. The descriptions then represent the video visual
information and are integrated with the refined subtitles to form a token sequence to
be fed into LLM for answer span prediction.

Our experiments demonstrate the effectiveness of this approach on two medical
VideoQA datasets: MedVidQA [4] and COIN-Med [20]. We show that such a training-
free approach significantly outperforms the previous state-of-the-art (SOTA) zero-shot
methods by a whopping 20% to 41% of mloU. It even surpasses the recent fully-
supervised method, highlighting the potential of our Socratic approach by composing
MLLMs and LLMs to tackle this challenging task. Our contributions are as follows:

— For the first time, we unleash the strong power of LLMs for zero-shot medical
instructional video answer localization, paving the way for more scalable and
training-free instructional medical video analysis.

— We propose a subtitle refinement strategy to address misalignment between sub-
titles and visual contents and an early fusion strategy to jointly consider subtitle
and visual information, improving the accuracy of temporal answer localization.
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Fig. 1. Our approach for zero-shot instructional medical video answer localization.

— Our training-free method significantly surpasses previous zero-shot SOTA results,
and even outperforms the recent supervised approaches.

2 Methodology

2.1 Overview

Given an untrimmed medical instructional video V' of duration T" seconds and a natural
language question @, the task is to locate in the video a relevant segment V; . (where
0 < b <e<T) that can visually answer the question. The problem can be formally
defined as:

be=¢(V.Q), (1)
where ¢ denotes the answer localization method. To solve the problem, we propose
SubGPT, a Socratic approach [28] that emphasizes the off-the-shelf use of LLMs and
their multimodal variants MLLMs to accomplish answer localization. As illustrated in
Fig. 1, our method first extracts from the video a set of subtitles and visual descriptions
(accompanied with their corresponding time-stamps) using pretrained MLLMs (e.g.,
Whisper [16] as audio recognizer and Qwen2-VL [21] as captioner). We then refine
the subtitles to be more temporally aligned with the visual contents, and also filter
the redundant captions under the instruction of the question. Finally, both the refined
subtitles and the cleaned visual descriptions are early fused and fed into LLMs (e.g.,
GPT-4) for answer localization. At the core of this process, we highlight the strength of
a subtitle refinement mechanism and an early fusion strategy for better performance.
We elaborate on the details below.

2.2 Subtitle Refinement

For medical instructional videos, discrepancies arise between the speech of the speakers
and the corresponding visual frames. For example, an instructional step demonstrated
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by the presenter may run ahead or lag behind the corresponding verbal explanation.
Thus, to mitigate possible shift of localiation windows resulted from unaligned subtitles,
synchronizing the subtitles with the visual contents is of crucial importance. In this
section, we introduce a flexible subtitle refinement strategy catering to the difference
of video subtitle density across different datasets.

Dense Subtitle Refinement For the video with rich subtitles, we synchronize
the subtitles with the corresponding visual contents locally, based on our observation
that the subtitles are often close though not well-aligned with the visual contents.
Formally, let S = {s1,s2,...,87} be a sequence of subtitles, each associated with a
timestamp t;. For each subtitle s; at timestamp t;, we define an adjacent temporal
window [t; — N,t; + N] (where N is a predefined duration). Within this window, we
compute the EMScore [19] E(s;,v;) between the subtitles and the video segment v;
at time t;. Note that EMScore is originally proposed to evaluate the quality of video
descriptions by calculating both coarse-grained (sentence-video) and fine-gained (word-
frame) cross-modal similarity between textual captions and visual content. Here we
repurpose it to obtain the cross-modal similarity between subtitles and video segment.
The refined timestamp t; for subtitle s; is thus determined via

t; = arg t]’e[tirzl]%’);i“rl\’] E(si,v5). (2)
This process maximally ensures that each subtitle is aligned with its most relevant vi-
sual content, thereby facilitating the subsequent video answer localization via subtitles.

Sparse Subtitle Refinement For the video with sparse subtitles, we synchronize
the subtitles with the corresponding visual contents globally, since we find that the
problem of temporal misalignment between the visual contents and subtitles is more
serious. Formally, let S = {s1, s2,...,s7} denote the sequence of subtitles, and V =
{v1,v2,...,vMm} represent a sequence of video frames extracted from the whole video.
We compute the EMScore between each subtitle and the temporally continuous video
frames to construct a cost matrix D, where each element D(i,j : j + m) signifies the
distance between subtitle s; and a segment of m consecutive video frames starting from
v;. we identify the optimal alignment path 7 = {(ix, jx)}5_; (where is, and jj, denote
the respective index of a subtitle and video frame at alignment step k) that minimizes
the cumulative distance by applying the DTW algorithm to this cost matrix:

DTW(S,V) = min (Z D(ig, ji : jr + 1)) , (3)

k=1

subject to boundary and monotonicity constraints. This approach ensures precise align-
ment of subtitles with video content while maximally preserving the global temporal
order. The output of this step is an optimized alignment path 7 that assigns each sub-
title s;, to the most semantically relevant video segment (j,jx + ), ensuring precise
synchronization between textual and visual information for downstream tasks.

2.3 Early Fusion of Subtitles and Visual Descriptions

As aforementioned, subtitles alone cannot cater to the queries that necessitate fine-
grained motion and visual appearance information. Therefore, we further extract visual
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Table 1. Dataset statistics.

Datasets # Vid. # Ques. Video Len. (s) Seg. Len. (s) Avg. Subtitles
. Val 47 145 333.9 66.8 86.6
MedVidQA M oy 43 155 345.8 56.9 94.7
Val 101 173 138.3 31.0 45.1
COIN-Med [20] Test 110 173 140.9 37.8 43.5

appearance descriptions from the videos, which complement the subtitles for better an-
swer localization. As illustrated in the right part of Fig. 1, we evenly partition the video
into non-overlapping clips of length L. Each video clip is then input into pretrained
MLLM (captioner) to generate corresponding textual descriptions. Before sending the
captions to LLM, we further remove some captions of lower relevance (with a thresh-
old 7) to the question to limit the length of prompt for efficiency. This is achieved by
calculating the cosine similarity score between the query and each caption based on
their CLIP representations. Noteworthy, the similarity scores of the retained captions
are attached along with the captions to serve as additional indications, since we find
that this can slightly boost the performance.

Finally, the subtitles and the cleaned captions are fed into LLM along with the
question for answer localization. More concretely, given the filtered caption set C’,
the refined subtitles S’, and the query . We prompt the LLM using the a instruc-
tion like “You are an expert specializing in analyzing medical instructional
videos. Please identify the timestamp that best answers the question based
on the video captions and subtitles. Question: {Q}.Subtitles: {S’}. Captions:
{C"}.” The full prompt will be released along with the code. This methodology effec-
tively integrates visual and textual clues for LLM decision making, effectively boosting
the performance of medical video question-answering tasks.

3 Experiment

3.1 Datasets

MedVidQA [4] contains 3,010 curated healthcare questions, each linked to a visual
answer segment from 899 medical instructional videos sourced from reputable insti-
tutions, including accredited medical schools, health organizations and medical pro-
fessionals. COIN-Med is a medical subset of the COIN dataset [20]. It contains 566
curated healthcare questions, each linked to a visual answer segment from 393 medical
instructional videos. The medical subset is selected by filtering the videos about “Nurs-
ing” (such as “PerformCPR”, “UseEpinephrineAuto-Injector”, “BandageHead” and etc.),
based on the original class labels provided in COIN. For both datasets, we only use the
validation and test sets for hyperparameter (and prompt) tuning and model evaluation
respectively. Other related details are presented in Table 1. It is worth mentioning that
the video subtitles in MedVidQA are denser than that of COIN-Med.

3.2 Implementation Details

For subtitle extraction (or audio recognition), we use Whisper [16] and the YouTube
Transcript API to obtain subtitles for videos in the MedVidQA and COIN-Med re-
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Table 2. Comparison of different VQA models on the MedVidQA and COIN-Med.

Models MedVidQA COIN-Med
mloU IoU@Q.3 IoU@O0.5 IoU@Q.7 mIoU IoU@Q.3 IoU@O0.5 IoU@OQ.7

Supervised Methods

VPTSL [9]

Zero-shot Methods

TimeChat [18] 3.8 4.2 2.1 0.7 3.1 4.9 3.3 0.8
VTG-GPT [26] 12.1 16.8 8.3 3.2 18.1 25.9 16.1 4.3
TFVTG [30] 17.0 19.9 11.2 9.1 16.2 21.3 10.3 7.7
SubGPT-mini (Ours) 53.8  70.6 54.6 39.2 359 474 33.0 18.5
SubGPT (Ours) 58.0 76.9 63.6 44.8 38.4 509 36.4 21.4

spectively, which we find is the best practice for each dataset. For subtitle refinement,
the temporal window N is set to 5s, which is searched on MedVidQA validation set.
Moreover, we sample the video at 6 fps within the window and utilize CLIP [15] to
extract frame and text embeddings to calculate the EMscore. Additionally, we apply
dense subtitle refinements to MedVidQA and sparse subtitle refienment to COIN-Med
according to their dense and sparse subtitle densities respectively. For visual caption-
ing, a video is partitioned into non-overlapping clips of length L = 5s. To caption
each clip, we extract at 6 fps and assess multiple MLLMSs, such as Video-LLaVA [10],
LLaVA-OV [8] and Qwen2-VL-Instruct [21], and find that Qwen2-VL-7B-Instruct [21]
to be the best for this task. The threshold 7 for caption filtering is set to 0.25. For
LLM reasoning, we use both GPT-40-mini and GPT-40 for their well-known powerful
reasoning and instruction following capabilities. Unless otherwise specified, all results
are averaged over three runs.

3.3 Comparison with the State-of-the-Arts

TimeChat [18] is an end-to-end general-purpose Video-LLM developed for long video
understanding. In this paper, we adapt it for zero-shot temporal grounding in medical
domain. Like us, VI'G-GPT [26] and TFVTG [30] are two zero-shot video temporal
grounding methods based on large foundation models. VT G-GPT adopts a cross-modal
matching solution to find the best temporal proposal that matches the query in feature
space (via sentence-BERT [17]). TFVGT uses a similar idea but improves over VT G-
GPT by introducing LLM (GPT-4 Turbo) to parse the query into dynamic and static
sub events for fine-grained cross-modal matching. Additionally, VPTSLI[9] is a super-
vised model which also highlights the importance of subtitles for instructional video
analysis. Since these methods (except for VPTSL) do not report results on MedVidQA
and COIN-Med, we reproduce the results with their official code.

Table 2 presents the performance comparison on the MedVidQA and COIN-Med
datasets. From the experimental results, we can observe the followings:

(1) Our method (SubGPT and SubGPT-mini) significantly outperforms the recent
SOTA zero-shot methods on both datasets, and this strength is stable across different
metrics. It is worth highlighting that both VITG-GPT and TFVTG use powerful LLMs
(GPT-4 turbo and Baichuan2), but seem in untended ways for medical video analysis
given their poor behavior. Additionally, the end-to-end model TimeChat [18] shows
the worst adapting performance in the medical domain, indicating the severe over-
fitting problem for general-domain video temporal grounding. In fact, the case study
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Table 3. Model ablation on MedVidQA and COIN-Med.

Configuration Modality | LLM MedVidQA COIN-Med
Cap.|Sub. mloU|IoU@0.3|IoU@0.5[IoU@0.7 mIoU‘IoU@OB IoU@0.5|IoU@0.7
SubGPT v |V 40 58.0 | 76.9 63.6 44.8 | 384 509 36.4 21.4
SubGPT-mini v | v |4o-mini| 53.8 | 70.6 54.6 39.2 359 474 33.0 18.5
w/o Sub. Refine v | v/ |40-mini| 52.9 | 69.2 53.8 38.3 [34.5| 46.2 32.4 17.9
w/o Caption v |4o-mini| 52.5 | 69.9 52.5 37.8 [ 344 | 45.1 29.5 17.3
Post-Fusion v | V |4o-mini| 51.7 | 68.5 52.6 37.7 339 439 30.1 15.6
Raw subtitle alone v |4o-mini| 51.0 | 67.7 51.6 33.6 | 327 422 28.9 15.0
Raw caption alone v 4o-mini| 19.8 | 28.0 16.1 9.1 19.4 | 26.5 16.9 9.6

in Fig. 2(c) suggests that the end-to-end model TimeChat tends to localize totally
irrelevant video segments in zero-shot cross-domain generalization, while other cross-
modal matching based methods can obtain coarse localization results, and our Socratic
approach achieves the best result.

(2) Our method even surpasses the supervised SOTA method VPTSL on the COIN-
Med dataset. However, we find that our model variant SubGPT-mini (using GPT-40
mini) underperforms VPTSL on MedVidQA, reflecting the importance of a strong
LLM for our success. Since VPTSL also emphasizes the use of subtitle information, we
attribute our strength of SubGPT to the additional subtitle refinement and captioning
modules, along with GPT-4o level intelligence for question answering. The above find-
ings demonstrate the remarkable superiority of our solution, which suggests a promising
direction for medical video analysis in the LLM era.

3.4 Ablation Studies

In this section, we comprehensively analyze the impact of different configurations of our
method. We first substitute GPT-40 with a faster and more efficient version GPT-40
mini, and observe a sharp performance drop. For example, the mIoU drops by 4.1%
and 3.5% on MedVidQA and COIN-Med respectively. This indicates the importance
of a powerful LLM for precise long-context reasoning. We then remove the subtitle
refinement and captioning module, and find that the performances under different
metrics decline by ~1% and ~1.4% respectively, suggesting the effectiveness of our
subtitle refinement strategy and the complementary effect of subtitles and captions
(examples shown in Fig. 2(a) and (b)). We also investigate a post-fusion method to
combine the independent answer localization results of subtitles and captions, and
find that the performance is even worse than that of using the refined subtitles alone.
This reflects the importance of our early fusion approach. Finally, we study two naive
baselines by separately feeding the raw subtitles and captions into LLM and find that
the mIoUs decline by ~3% on both datasets for using raw subtitles alone. Meanwhile,
the performances are extremely worse if we use only the captions, likely because of a
domain gap between common visual descriptions and professional queries.

Given the differences in subtitle density and video length between the Med VidQA
and COIN-Med datasets, we apply dense and sparse subtitle refinement methods for
different datasets. For the MedVidQA, which features higher subtitle density and longer
videos, we used the dense refinement method. Because High-density subtitles typically
contain more detailed textual information, resulting in shorter time discrepancies be-
tween subtitles and visual content. On the other hand, for the COIN-Med dataset,
which has lower subtitle density and shorter videos, we employ the sparse refinement
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Table 4. Results of different subtitle refinement strategies.

Methods MedVidQA COIN-Med
mloU|IoU@0.3|IoU@0.5|IoUQ0.7|mIoU|IoUQ0.3|{IoUQ0.5|{IoUQ0.7
Baseline 51.0 67.7 51.6 33.6 32.7 42.2 28.9 15.0

Dense Refine | 52.5 | 69.9 52.5 37.8 |33.5| 445 28.9 16.8
Sparse Refine| 51.9 | 68.5 52.4 35.9 |34.4| 45.1 29.5 17.3
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Fig. 2. Visualization of answer localization.

method. Table 4 shows that this adaptive strategy effectively brings the optimal results
on both datasets.

4 Conclusion

This paper presents a novel training-free approach for question-answer localization in
medical instructional videos. Our method highlights the critical role of video subtitles
and visual descriptions in enabling large language models (LLMs) to perform effective
temporal localization. To this end, we introduce a subtitle refinement strategy and
an early fusion mechanism that integrates subtitles and visual captions for improved
performance. Experiments on two standard Medical VideoQA datasets show that our
approach achieves new state-of-the-art results. Extensive ablation studies further vali-
date the importance of powerful LLMs in temporal reasoning, the effectiveness of our
subtitle alignment strategy, and the complementary benefits of incorporating visual
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captions. With these efforts, we hope this work offers new insights into harnessing
LLMs for instructional medical video analysis.
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