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Abstract. Glioblastoma is an aggressive brain tumor requiring pre-
cise treatment planning. Magnetic resonance imaging (MRI) is essen-
tial for pre-operative assessment, surgical resection planning, and post-
operative monitoring. Therefore, generating post-operative MRI from
pre-operative MRI can assist neurosurgeons in many ways, such as pre-
dicting surgical outcomes and guiding treatment planning. However, gen-
erating post-operative MRI from pre-operative MRI is challenging, as the
resection extent depends on tumor location and infiltration to minimize
potential complications, necessitating consideration of surgical outcomes
based on tumor location and shape. Furthermore, post-operative MRI
differs significantly from pre-operative MRI due to structural and visual
changes, such as tissue shift, edema, hemorrhage, and the resection re-
gion. To address these challenges, we propose a novel post-operative MRI
generation method that generates post-operative MRI from pre-operative
MRI using tumor-aware visual in-context learning. Specifically, we pro-
vide explicit visual instruction for generating post-operative MRI from
pre-operative MRI, improving the capture of structural changes. To con-
sider tumor-specific post-operative outcomes, we propose tumor-guided
retrieval, which retrieves the tumor case most similar to the query pre-
operative MRI, and a tumor-aware prompt adapter that integrates tumor
resection and anatomical structure information. Our proposed method
achieves superior performance on publicly available dataset and is the
first to generate post-operative MRI from pre-operative MRI, introduc-
ing a new approach to improving patient prognosis.
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1 Introduction

Glioblastoma is a rapidly infiltrative brain tumor with a poor prognosis, neces-
sitating accurate diagnosis for treatment planning and improving patient out-
comes [2,16,19]. Magnetic resonance imaging (MRI) is essential for assessing
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glioblastoma, providing critical information for pre-operative diagnosis, post-
operative monitoring, and treatment planning [6,8,18,25]. Neurosurgeons de-
termine the extent of surgical resection by analyzing past cases of pre- and post-
operative MRI [27]. Generating post-operative MRI from pre-operative MRI al-
lows neurosurgeons to estimate potential outcomes before surgery, significantly
improving surgical and treatment planning.

Recent advances in generative models [10,12, 23| have led to extensive re-
search on image translation methods [13,22,32], which have primarily focused
on preserving the structure of the source image while reflecting the style of
the target image [13, 22, 32]. However, generating post-operative MRI from pre-
operative MRI is far more challenging than previous methods [13,22, 32] that
focus only on style translation due to two challenges. First, post-operative MRI
generation should consider post-operative outcomes specific to tumor location
and shape [9, 11], as determining the extent of resection is crucial for minimizing
patient complications when a tumor is located in a critical brain region or has
diffusely infiltrated surrounding tissues [4,11,26]. Second, post-operative MRI
generation should capture the visual and structural changes resulting from resec-
tion, as post-operative MRI exhibits differences compared to pre-operative MRI,
including the resection region, brain tissue shift, edema, and hemorrhage (7, 20].

To address these challenges, we propose a novel post-operative MRI gener-
ation method that generates post-operative MRI from pre-operative MRI us-
ing tumor-aware visual in-context learning, enhancing the capture of struc-
tural changes and accurately reflecting the tumor resection region based on
tumor location and shape. We provide explicit visual instruction for generat-
ing post-operative MRI from pre-operative MRI through visual in-context
learning, improving the capture of structural changes between paired pre-
and post-operative MRI and enhancing generation quality. To consider tumor-
specific post-operative outcomes, we introduce tumor-guided retrieval, which
retrieves an instruction pre- and post-operative MRI pair from another sub-
ject with a tumor location and shape closely matching those in the query pre-
operative MRI. This approach provides instruction on information from similar
tumor cases during post-operative MRI generation, allowing the capture of struc-
tural changes and tumor-specific resection outcomes to enhance the accuracy
of post-operative MRI generation. Furthermore, we introduce a tumor-aware
prompt adapter designed to capture not only the tumor location and anatomi-
cal structure in the pre-operative MRI but also the tumor resection region in the
post-operative MRI, allowing the generated post-operative MRI to better reflect
tumor-specific surgical outcomes. We demonstrate its effectiveness by achieving
outstanding performance in generating post-operative MRI from pre-operative
MRI using a publicly available LUMIERE [28] dataset.

The main contributions of our method can be summarized as follows:

— To the best of our knowledge, this is the first approach to generate post-
operative MRI from pre-operative MRI using visual in-context learning, cap-
turing visual and structural changes resulting from surgical resection.
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Fig. 1. Overview of the proposed method for post-operative MRI generation, which
accurately reflects the tumor resection region and post-operative structural changes
through two key components: (A) tumor-guided retrieval, (B) tumor-aware visual in-
context learning for post-operative MRI generation.

— To consider tumor-specific post-operative outcomes, we propose tumor-guided
retrieval, which retrieves pre- and post-operative MRI pairs with a tumor
location and shape similar to the query, and a tumor-aware prompt adapter
that integrates tumor resection and anatomical structure information.

2 Method

In this section, we describe our proposed method for post-operative MRI gen-
eration, which comprises two key components: (A) tumor-guided retrieval and
(B) tumor-aware visual in-context learning for post-operative MRI generation.
First, we retrieve MRI scans that closely match the tumor location and shape of
the query pre-operative MRI to consider tumor-specific post-operative changes
through tumor-guided retrieval. Then, we generate post-operative MRI with a
tumor-aware prompt adapter and visual in-context learning to better capture
tumor-specific structural changes resulting from resection.
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2.1 Tumor-guided Retrieval

To consider tumor-specific post-operative outcomes, we design a tumor-guided
retrieval strategy that retrieves a pre- and post-operative MRI pair with tu-
mor location and shape closely matching those in the query pre-operative MRI.
We construct an MRI database consisting of triplets: {Pre-operative MRI, Post-
operative MRI, Pre-operative Segmentation Mask}, derived from the training
dataset. Given the query pre-operative MRI Q.. and its corresponding seg-

pre
mentation mask M[(?re, we compute the Intersection over Union (IoU) between
the segmentation mask of the query pre-operative MRI and those of all triplets
stored in the MRI database. We retrieve the MRI triplet with the highest IoU
to ensure that the segmentation map includes a tumor region that best matches
the location and shape of the tumor in the query pre-operative MRI. To provide
more robust guidance, we select the top-k most similar triplets to be utilized as
instructions for post-operative MRI generation, denoted as Instruction = {I,,
Lyosts M;Te}, where I, and I,,,s; are the retrieved pre- and post-operative MRI,

and M;Te is the corresponding segmentation mask. To further refine the precision
of tumor-guided retrieval, we incorporate axial plane alignment in addition to
segmentation mask similarity. Specifically, we restrict retrieval to MRI triplets
whose axial plane range aligns with that of the query pre-operative scan, ensur-

ing that retrieved images reflect tumors located within a similar axial plane.

2.2 Tumor-aware Visual In-context Learning for Post-operative
MRI Generation

Tumor-aware Prompt Adapter. We design a tumor-aware prompt adapter
that guides the generation of tumor-specific post-operative MRI by integrating
information from the tumor resection region in the retrieved post-operative MRI
and the anatomical structure in the pre-operative MRI. Given a retrieved in-
struction’s post-operative MRI I,,4¢, we integrate its tumor resection region with
the anatomical structure of the query pre-operative MRI Q... This is achieved
through a compositing operation, which is formulated as follows: Q.,,,,, = Mg}ox‘
Lpost + (1 — Mbeox) - Qpre, where Q. is the query pre-operative MRI, I is
the post-operative MRI from the retrieved instruction, and Mbemc refers to the
bounding box mask, which is derived from the segmentation mask of the query
pre-operative MRI. Next, the composite image Q,,,,, is fed into E.,y,;,, which
consists of a pretrained image encoder of MedSAM [17] followed by multiple
convolution and pooling layers. The Q,,,, is processed by the pretrained image
encoder to extract features, which are then passed through the subsequent layers
and reshaped into a 1024-dimensional latent representation peomp. Additionally,
the pre-operative segmentation mask M;?re is fed into Es.4, where features are
extracted using a convolutional layer, reshaped, and projected through a fully
connected layer into a 1024-dimensional latent representation pgcq. Finally, the
Dseg is then concatenated with the peomp to form the final prompt embedding
Dtumor- The Diymor 18 injected into the Stable Diffusion [24] process through



Pre-to-Post Operative MRI Generation 5

cross-attention to guide tumor resection characteristics in the post-operative
MRI and tumor location with anatomical structure in the pre-operative MRI.

Visual In-context Learning. To capture the structural changes between pre-
and post-operative MRI, we generate the post-operative MRI onst by adopting
visual in-context learning [1,31,29]. In our visual in-context learning, we explic-
itly consider tumor-specific post-operative changes using the query pre-operative
MRI Qpre and the retrieved instruction pair {Ipre, IpOSt} obtained by tumor-
guided retrieval. To achieve this, we construct a grid-like image Grid({Ipre, Ipost,
Qpre, B}). Here, B represents a blank image, which is reconstructed into onst
through the diffusion process. We employ the Stable Diffusion [24] that oper-
ates in the latent space rather than the pixel space. First, the grid-like image
Grid({Ipre; Tposts Qpres B}) is encoded into a latent representation xo using
a variational autoencoder [15]. During the forward process, noise is gradually
added only to B region over time steps ¢, generating noisy representations x;
based on a noise scheduler [12]. In the reverse process, a denoising network
iteratively removes noise from B through a Markov process [12], ultimately re-
constructing x(, which corresponds to the generated post-operative MRI onst.
This process is formulated as pg(x;—1|x¢, ¢) where 6 represents the learnable pa-
rameters of the diffusion model, and ¢ is the conditioning input [24]. In our task,
c is the prompt piymor from the tumor-aware prompt adapter. The training ob-
jective of the diffusion model is to predict the added noise €, and the loss function
is formulated as follows [24]: Lrpy = Egg et [||e — eg(ay, t, c)||2} , where €y is the
noise prediction network [24]. We adopt Classifier-Free Guidance [23], which en-
ables the model to generate post-operative MRI by conditioning on retrieved
instructions while maintaining flexibility in sampling.

3 Experiments and Results

3.1 Experiments Settings

Dataset and Implementation Details. We utilize the publicly available LU-
MIERE |[28] dataset, containing 71 paired pre- and post-operative MRI scans,
normalized to MNI space. Contrast-enhanced T1-weighted MRI is converted into
2D axial slices, from which tumor-containing slices with segmentation masks are
selected. The dataset is split into 2,530 training and 205 testing slices. We train
a Stable Diffusion [24] using AdamW [14] with a learning rate of le-5 and a
cosine scheduler. We utilize the MedSAM [17] as an image encoder to extract
features from the composite image and tumor-guided retrieval uses top-k = 15
for training and 1 for inference. During training, we randomly select one triplet
from the retrieved top-15 triplets in each batch and use it as the instruction.

Competing Methods. We compare our performance against established dif-
fusion based image editing methods [3,12,21,30,31] using SSIM, MS-SSIM,
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Table 1. Comparison of post-operative MRI generation results with state-of-the-art
image editing methods.

Method SSIM (1) | MS-SSIM (1) | PSNR (1) | LPIPS ()
DDPM [12] 0.5744 0.7587 31.23 0.1878
PBE [30] 0.6695 0.7295 31.09 0.1994
InstructPix2Pix [3] 0.6649 0.7594 31.53 0.1925
VISII [21] 0.6682 0.7611 31.50 0.1921
ImageBrush [31] 0.6718 0.7569 31.56 0.1928
Ours 0.7001 0.7814 31.67 0.1845
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Fig. 2. Qualitative comparison of post-operative MRI generation with state-of-the-art
image editing methods.

PSNR, and LPIPS as metrics. We train DDPM [12] by concatenating pre- and
post-operative MRI. For PBE [30], we randomly select resection regions from
post-operative MRI in the training dataset as exemplar images. For Instruct-
Pix2Pix [3] and VISII [21], we follow the same concatenation approach as DDPM
and provide the text instruction “Post-operative glioblastoma MRI”. For Image-
Brush [31], we provide random instruction during visual in-context learning.

3.2 Main Results

To evaluate our approach for post-operative MRI generation, we conduct a com-
parative study on image editing methods [3,12,21,30,31|. Table 1 shows the
performance results of post-operative MRI generation. Our method outperforms
all image editing methods [3,12, 21, 30, 31] across all evaluation metrics, achiev-
ing SSIM of 0.7001, MS-SSIM of 0.7814, PSNR of 31.67, and LPIPS of 0.1845.
These results demonstrate that our approach is specifically tailored for gen-
erating post-operative MRI, effectively capturing tumor-specific post-operative
changes. Furthermore, Fig. 2 presents the qualitative results of post-operative
MRI generation from pre-operative MRI. Our method generates images that are
the most similar to real post-operative MRI among all image editing methods [3,
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Table 2. An ablation study on different retrieval strategies and the effectiveness of the
two prompts in our tumor-aware prompt adapter. We evaluate three retrieval strategies:
Random (random selection), Image-retrieval (retrieval based on cosine similarity in the
image embedding space), and Ours (tumor-guided retrieval). Additionally, we assess
the impact of two prompts: pseg (segmentation mask of the input pre-operative MRI)
and peomp (composite image).

Method SSIM (1) MS-SSIM (1) PSNR (1) LPIPS ({)
Random 0.6823 0.7654 31.59 0.1875
Image-retrieval 0.6846 0.7684 31.63 0.1869
Ours (w/0. Pseg) 0.6835 0.7703 31.60 0.1887
Ours (w/0. Peomp) 0.6784 0.7758 31.61 0.1863
Ours 0.7001 0.7814 31.67 0.1845

12,21, 30, 31]. In particular, as shown in Fig. 2, DDPM [12], PBE [30], Instruct-
Pix2Pix [3]|, and VISII [21] fail to reflect the post-operative tumor resection
region, often generating blurred and indistinct structures instead. These find-
ings highlight the importance of visual in-context learning for capturing struc-
tural changes caused by resection in post-operative MRI generation. Compared
to ImageBrush [31], which also employs visual in-context learning, our method
demonstrates visibly superior performance. This improvement can be attributed
to our tumor-guided retrieval strategy, which tailors instructions based on tumor
location and shape. Additionally, our tumor-aware prompt adapter explicitly in-
corporates the pre-operative tumor location and post-operative resection region,
enhancing the post-operative MRI generation. These results demonstrate that
our approach effectively captures tumor-specific post-operative changes, enabling
accurate generation of post-operative MRI.

3.3 Ablation Study

Effectiveness of tumor-guided retrieval. We conduct an ablation study by
comparing post-operative MRI generation using random selection and image-
retrieval instead of our tumor-guided retrieval. In our experiments, random se-
lection refers to selecting an MRI instruction randomly from the training dataset.
The image-retrieval strategy embeds images into latent space using a ViT en-
coder [5] and retrieves the top-k most similar images based on cosine similarity.
As shown in Fig. 3, the random selection strategy selects the instruction that dif-
fer entirely in anatomical structure, as well as in tumor location and shape. The
image-retrieval strategy selects the instruction with a similar overall anatomical
structure but differing tumor location and shape. As shown in Table 2, Ours
outperforms both random selection and image-retrieval, achieving the best per-
formance. Notably, the image-retrieval strategy performs comparably to random
selection, indicating its limited effectiveness for post-operative MRI generation.
This limitation arises because the image-retrieval strategy primarily relies on
overall anatomical similarity and does not consider the tumor location and shape.
However, since the tumor region plays a critical role in post-operative MRI
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Fig. 3. Qualitative results from the ablation study comparing retrieval strategies for
visual in-context learning in post-operative MRI generation.

generation, considering it in retrieval is essential for achieving promising per-
formance. These findings emphasize the importance of tumor-guided retrieval,
demonstrating that explicitly considering tumor-specific characteristics is crucial
for accurate post-operative MRI generation.

Effectiveness of tumor-aware prompt adapter. We further conduct an ab-
lation study to evaluate the effectiveness of our tumor-aware prompt adapter.
Specifically, we evaluate the impact of different conditioning strategies in the
Stable Diffusion process by modifying the injected information. First, we use
only the composite image as the prompt, without the segmentation mask (Ours
(w/0. pseg)). As shown in Table 2, this approach results in lower performance
compared to Ours, which utilizes both the composite image and the segmenta-
tion mask. This highlights the importance of leveraging the input pre-operative
segmentation mask as a prompt, since it provides spatial guidance for the tu-
mor’s location and shape. Notably, using only the segmentation mask as the
prompt, without the composite image (Ours (w/0. Peomp)), results in even more
significant performance degradation. This suggests that the composite image
serves as a critical prompt that reflects tumor-specific surgical outcomes. There-
fore, these results demonstrate that our tumor-aware prompt adapter captures
tumor-specific post-operative outcomes, enabling more accurate post-operative
MRI generation.

4 Conclusion

We propose a novel method for post-operative MRI generation from pre-operative
MRI. Our proposed method integrates tumor-guided retrieval, a tumor-aware
prompt adapter, and visual in-context learning to better capture post-operative
structural changes and accurately reflect tumor resection based on tumor lo-
cation and shape. We demonstrate the superiority of our proposed method in
generating post-operative MRI on the LUMIERE dataset, highlighting its po-
tential for improving surgical planning and patient-specific treatment strategies.
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