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Abstract. Cross-domain Few-shot Medical Image Segmentation (CD-
FSMIS) is a potential solution for segmenting medical images with lim-
ited annotation using knowledge from other domains. The significant
performance of current CD-FSMIS models relies on the heavily train-
ing procedure over other source medical domains, which degrades the
universality and ease of model deployment. With the development of
large visual models of natural images, we propose a training-free CD-
FSMIS model that introduces the Multi-center Adaptive Uncertainty-
aware Prompting (MAUP) strategy for adapting the foundation model
Segment Anything Model (SAM), which is trained with natural images,
into the CD-FSMIS task. To be specific, MAUP consists of three key in-
novations: (1) K-means clustering based multi-center prompts generation
for comprehensive spatial coverage, (2) uncertainty-aware prompts selec-
tion that focuses on the challenging regions, and (3) adaptive prompt
optimization that can dynamically adjust according to the target re-
gion complexity. With the pre-trained DINOv2 feature encoder, MAUP
achieves precise segmentation results across three medical datasets with-
out any additional training compared with several conventional CD-
FSMIS models and training-free FSMIS model. The source code is avail-
able at: https://github.com/YazhouZhu19/MAUP.

Keywords: Medical Image Segmentation · Cross-domain · Few-shot
Learning · Adaptive Prompting

1 Introduction

Medical Image Segmentation (MIS) has become a foundational technique in
modern healthcare, disease diagnosis and treatment planning [2,27]. Traditional
deep learning based MIS models fundamentally relay on the extensive annotated
data which is both costly and time-consuming to acquire in medical imaging,
especially in rare disease scans [25,17]. Besides, this problem is also compounded
by the heterogeneity of medical scans, encompassing diverse modalities (e.g.,
MRI, CT and X-Ray) and anatomical structures, which leads to the hard of
intra-class generalization in semantic segmentation [8,24].

Accordingly, Few-shot Medical Image Segmentation (FSMIS) is proposed to
address these limitations, enhancing the model capability of segmenting with

https://github.com/YazhouZhu19/MAUP


2 Y. Zhu et al.

limited annotated images [30,20,26]. However, FSMIS still requires a large num-
ber of labeled samples in the same domain for model training [6,18], even if the
target class for testing differs, e.g., both training and testing must be performed
on CT images. To solve this problem, some researchers have tried to implement
model training using labeled samples from other medical domains and transfer
them to the target medical domain [28,23], e.g., training on CT and applying
the model to MR images, which is called Cross-domain FSMIS (CD-FSMIS).
Despite the effectiveness of these CD-FSMIS methods [3,4,19], there are still
two problems: (1) They require a large amount of precisely annotated images in
the medical domains, which are also usually scarce and need to be annotated
by professional doctors; (2) A lot of model training for each application is still
necessary.

Recently, the Segment Anything Model (SAM) [10,7] has created the possi-
bilities for training-free segmentation model with appropriate prompting strat-
egy [22], yet its direct application to CD-FSMIS still faces several critical chal-
lenges: (1) Prompts (e.g., point prompts) need to capture the complete structure
of complex medical objects; (2) Lack of boundary awareness leads to the seg-
mentation ambiguity, especially in some low-contrast medical images, and (3)
Traditional fixed prompting strategy always fails to adapt to varying anatomical
complexities. In order to address these limitations, we introduce a novel training-
free few-shot medical image segmentation model with Multi-center Adaptive
Uncertainty-aware Prompting (MAUP) strategy for the SAM model. To be spe-
cific, the MAUP strategy employs the point prompts and it consists of four com-
ponents: (1) A multi-center prompting strategy that employs K-means clustering
on high-similarity regions to make sure the spatial diversity in point prompts,
leading to the comprehensive coverage of complex anatomical structures; (2)
Leveraging the morphology based periphery similarity maps to generate nega-
tive prompts, enhancing boundary delineation accuracy in low-contrast regions;
(3) An uncertainty-aware prompt selection approach which identifies and focuses
on challenging regions with analyzing variance value across similarity maps; and
(4) An adaptive point prompts quantity determination method that dynamically
adjusts the number of point prompts based on target complexity.

Besides, MAUP employs the DINOv2 [14] as the feature encoder in few-shot
segmentation algorithm, enabling the both of discriminative and generalizable
capability of core features without requirement of model training. And the syn-
ergy of proposed four components make MAUP effectively handle diverse med-
ical imaging scenarios while maintaining the high segmentation accuracy. Our
method achieves the precise segmentation results in three medical image datasets
including the abdominal datasets Abd-MRI [9] and Abd-CT [11], and the car-
diac dataset Card-MRI [31]. In conclusion, the key contributions of our model
can be summarized as follows:

(1) We introduce a training-free model which addresses the limitations of
existing cross-domain few-shot medical image segmentation approaches via de-
signed innovative prompting strategy.
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Fig. 1. Overview of our proposed training-free CD-FSMIS model MAUP.

(2) We propose a prompting strategy MAUP which considers the spatial
diversity, boundary awareness, uncertainty guidance and adaptive point prompts
quantity adjustment for enhancing the segmentation accuracy.

(3) The proposed model achieves state-of-the-art performance on three med-
ical imaging datasets widely used in research.

2 Methodology

2.1 Overall Architecture

The proposed MAUP strategy introduces a training-free approach for CD-FSMIS
via leveraging the foundational model Segment Anything Model (SAM). Given
the query image Iq and a selected support image Is with corresponding support
mask Ms, our goal is to segment the target organs in Iq without any model
training. The procedure begins with extracting discriminative features Fs and Fq

from both query image Iq and support image Is using the pre-trained DINOv2
encoder. These features are then employed to calculate similarity maps that
guide the prompting strategy MAUP, which can dynamically create the optimal
point prompts for SAM model. As illustrated in Fig. 1, our method consists of
three main steps: (1) feature extraction and similarity computation, (2) MAUP
prompting strategy, and (3) final mask prediction.

2.2 Feature Extraction and Similarity Map Computation

We employ the frozen DINOv2 encoder [14] which is pre-trained as feature ex-
tractor to obtain discriminative representations from both support and query
images considering its robust and generalizable extraction capability. For each
image, the features are first extracted through: Fs = E(Is),Fq = E(Iq), where
E(·) denotes the DINOv2 encoder.

As shown in Fig. 2, for subsequent multi-center positive prompting strat-
egy, we employ the Region Prototype Generation (RPG) module used in RPT
[29] to calculate multiple regional prototypes through the subdivisions in the
foreground of the support image. Specifically, given a support image Is and cor-
responding foreground mask Ms, the foreground region of this image is obtained
with calculating their production. Then, the Voronoi-based partition method [1]
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Fig. 2. The Regional Prototype Generation (RPG) module.

is employed to divide foreground into Nf regions and forms a set of regional
masks {Vn}

Nf

n=1, where Nf is set as 30 according to the experiments. After that,
a set of regional prototypes P̂s = {p̂n}

Nf

n=1 , p̂n ∈ R1×C are generated with use
of Masked Average Pooling (MAP). Formally,

p̂n = MAP(Fs,Vn) =
1

|Vn|

HW∑
i=1

Fs,iVn,i, (1)

where Fs ∈ RC×H×W denotes the support feature extracted by DINOv2 encoder.
With these regional prototypes, we can obtain the multi-center positive similarity
maps set Sp = {Sn}

Nf

n=1 through the cosine similarity computation:

Sn = cos(Fq, p̂n), (2)

where Sn ∈ RH×W denotes the single similarity map of each region.
Besides, for the negative prompts, we propose to use the periphery area of

organ to select effective negative prompts, which are able to delineate the bound-
aries of target structure and surrounding tissues. The periphery area is extracted
through a morphological approach. To specific, we first apply the morphological
dilation operation δr(·) to the support mask Ms by using a circular structuring
element with radius r, the dilated support mask Mdilated is calculated as:

Mdilated = δr(Ms). (3)

Then, the periphery support mask M̃s is obtained by subtracting the original
support mask Ms from the dilated mask Mdilated, written as: M̃s = Mdilated −
Ms, where M̃s ∈ RH×W . Therefore, the periphery prototype is obtained by: P̃ =
MAP(Fs, M̃s), where P̃ ∈ R1×C and the negative similarity map is calculated
by: S̃ = cos(Fq, P̃).

2.3 Multi-center Adaptive Uncertainty-aware Prompting

Positive Prompting Strategy. The positive prompting strategy of MAUP
employs a two-path approach to identify the optimal point prompts that guide
the SAM model to segment target regions. As illustrated in Fig. 1, we design
a two-path of prompting strategy which consists of mean similarity map based
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prompting and uncertainty map based prompting. Specifically, the mean simi-
larity map is calculated over similarity maps Sp = {Sn}

Nf

n=1, written as:

υ(x, y) =
1

Nf

Nf∑
n=1

Sn(x, y), (4)

where υ ∈ RH×W . Based on mean similarity map υ, we first perform pixel
selection according to the highest similarity values from υ, which effectively
identifies regions with the highest probability of containing the target anatomical
structure. We employ Qmean represent this set of candidate pixels:

Qmean = {(x, y)|υ(x, y) ≥ τmean} , (5)

where τmean is the threshold value corresponding to the 95th percentile of υ. To
ensure spatial diversity among selected prompts, we apply K-means clustering
to Qmean with k clusters. The centroids of these clusters are then selected as our
mean similarity-based positive prompts, which ensures comprehensive coverage
of the target region while avoiding redundant prompts in the same local area.
The number of clusters k is adaptively determined based on the complexity C
of target region, which is computed as:

C = Area(υ) + Perimeter(υ), (6)

where Area(·) and Perimeter(·) measure the area and boundary length of regions.
Then, the number of clusters k is determined as:

k = max(Nmin,min(Nmax, ⌊γ · C⌋)), (7)

where Nmin = 3 and Nmax = 10 are the minimum and maximum numbers of
allowed prompts and γ is a scaling factor.

For the uncertainty map path, the uncertainty map is from the variance
calculation over similarity maps Sp = {Sn}

Nf

n=1 and identifies the challenging
regions which require special attention, and the uncertainty map is calculated
as:

U(x, y) =
1

Nf

Nf∑
n=1

(Sn(x, y)− υ(x, y))2, (8)

where U ∈ RH×W . We similarly perform the pixels selection with the highest
uncertainty values from U representing regions where the model has the highest
decision variance:

Quncert = {(x, y)|U(x, y) ≥ τuncert} , (9)

where τuncert is the threshold value corresponding to the 95th percentile of
U. From Quncert, we randomly select 2 points as uncertainty-based positive
prompts. These prompts specifically target challenging regions that require spe-
cial attention during segmentation.

Finally, the positive point prompts set Qpos can be obtained through merging
two point prompt sets Qmean and Quncert directly:

Qpos = Qmean ∪Quncert. (10)
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Table 1. Quantitative Comparison (in Dice score %) of different methods on Abd-
MRI and Abd-CT. The best is shown in bold and the second-best is underlined.

Method Ref. Abd-MRI Abd-CT

Liver LK RK Spleen Mean Liver LK RK Spleen Mean

PANet [21] ICCV’19 39.24 26.47 37.35 26.79 32.46 40.29 30.61 26.66 30.21 31.94
SSL-ALP [16] TMI’22 70.74 55.49 67.43 58.39 63.01 71.38 34.48 32.32 51.67 47.46
RPT [29] MICCAI’23 49.22 42.45 47.14 48.84 46.91 65.87 40.07 35.97 51.22 48.28
PATNet [12] ECCV’22 57.01 50.23 53.01 51.63 52.97 75.94 46.62 42.68 63.94 57.29
IFA [13] CVPR’24 50.22 35.99 34.00 42.21 40.61 46.62 25.13 26.56 24.85 30.79
FAMNet [3] AAAI’25 73.01 57.28 74.68 58.21 65.79 73.57 57.79 61.89 65.78 64.75
Ours 78.16 58.23 72.34 59.65 67.09 78.25 59.41 71.80 60.38 67.46

Negative Prompting Strategy. The negative prompting strategy is crucial
for accurate boundary delineation, especially in medical images where target
organs often have similar intensity profiles to surrounding tissues. As shown in
Fig. 1, our negative prompting strategy leverages the periphery similarity map
S̃ to identify regions that should be excluded from the segmentation.

From the periphery similarity map S̃, we perform the pixel selection according
to the highest similarity values. These pixels represent regions in the query image
that are most similar to the periphery of the target organ in the support image.
Formally, the set of candidate negative prompts Qneg is defined as:

Qneg =
{
(x, y)|S̃(x, y) ≥ τneg

}
, (11)

where τneg is the threshold value corresponding to the 95th percentile of S̃.

2.4 Query Mask Prediction

After generating both positive and negative prompts through MAUP, the final
step is to feed these prompts into the SAM model to obtain the segmentation
mask for the query image. As illustrated in Fig. 1, the positive prompts guide the
SAM model to include the target regions in the segmentation, while the negative
prompts help exclude surrounding tissues and refine the boundaries.

3 Experiments

3.1 Datasets and Implementation Details

Datasets. We evaluate our proposed method on three diverse medical imaging
datasets that represent different modalities and anatomical structures. To be
specific, Abd-MRI consists of 20 cases of abdominal MRI scans from the ISBI
2019 Combined Healthy Organ Segmentation challenge (CHAOS) [9] and Abd-
CT consists of 20 cases of abdominal CT scans from the MICCAI 2015 multi-
atlas labeling Beyond The Cranial Vault challenge (BTCV) [11]. The Card-
MRI contains 45 cases of cardiac MRI scans collected from the MICCAI 2019
Multi-Sequence Cardiac MRI Segmentation Challenge [31].
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Table 2. Quantitative Comparison (in Dice score %) of different methods on Card-
MRI. The best value is shown in bold font, and the second-best value is underlined.

Method Ref. Card-MRI

LV-BP LV-MYO RV Mean

PANet [21] ICCV’19 51.42 25.75 25.75 36.66
SSL-ALP [16] TMI’22 83.47 22.73 66.21 57.47
RPT [29] MICCAI’23 60.84 42.28 57.30 53.47
PATNet [12] ECCV’22 65.35 50.63 68.34 61.44
IFA [13] CVPR’24 50.43 31.32 30.74 37.50
FAMNet [3] AAAI’25 86.64 51.82 76.26 71.58
Ours 88.36 52.74 78.29 73.13

Support Ground Truth MAUPRPT FAMNet

Liver

Right Kidney

Left Kidney

Spleen

Abd-MRI

Support Ground Truth MAUPRPT FAMNet

Liver

Right Kidney

Left Kidney

Spleen
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Support Ground Truth MAUPRPT FAMNet

Card-MRI

LV-BP

RV

LV-MYO

Fig. 3. The qualitative results of our model and compared models in datasets: Abd-
MRI, Abd-CT and Card-MRI.

Implementation Details. We employ the pretrained DINOv2-ViT-L/14 [14]
as the feature extractor E(·) for the high-quality visual representation. For seg-
mentation component, we utilize the SAM-ViT-H as encoder of the SAM model,
which leads to the excellent segmentation performance in our task. For a compar-
ison, the metric used to evaluate the performance of 2D slices on 3D volumetric
ground-truth is the Dice score [5]. Our model is implemented with the PyTorch
v1.12 framework, and all of experiments are conducted on a workstation with
an NVIDIA 3090 GPU with 24GB memory. To simulate the scarcity of labeled
data in medical scenarios, all experiments embrace the 1-way 1-shot setting.

3.2 Quantitative and Qualitative Results

Table 1 and Table 2 presents a comprehensive performance comparison between
our proposed model and several Few-shot Medical Image Segmentation (FSMIS)
models, including PANet [21], SSL-ALP [15], RPT [29], IFA [13] and FAMNet
[3]. The average dice scores of target organs or regions are compared in this table.
For a fair comparison, it is important to note that PANet, SSL-ALP, RPT, IFA
and FAMNet all employ medical image datasets as source domain and fine-tune
the models on them, while ours directly inferences on three target medical image
datasets (Abd-MRI, Abd-CT and Card-MRI) in a training-free manner, which
is much harder than these methods. From the two tables, it can be seen that the
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Table 3. Ablation study with
different prompting strategies on
Abd-MRI.

UMP MMP NP Dice Score (%)

✓ 65.08
✓ ✓ 66.71
✓ ✓ ✓ 67.09
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Fig. 4. Ablation study the of number of similarity
maps Nf .

proposed method outperforms all listed methods in terms of the mean Dice val-
ues obtained on three datasets. Specifically, our model outperforms second-best
models by 1.3%, 2.71% and 1.55% on Abd-MRI, Abd-CT and Card-MRI. In
addition to the quantitative comparisons, Fig. 3 shows qualitative results of our
model compared to the alternative model on Abd-MRI, Abd-CT and Card-MRI
datasets. The visual evidence clearly demonstrates boundary preservation capa-
bilities and enhanced generalization performance of our model across different
anatomical structures and imaging modalities.

3.3 Ablation Studies

The ablation studies are conducted on the Abd-MRI dataset. As illustrated in
Fig. 4, the number of similarity maps Nf (number of divided foreground regions)
significantly influences model performance, with an optimal value yielding the
highest Dice score. Table 3 reveals notable performance differences when com-
paring Uncertainty Map based Prompts (UMP), Mean similarity Map based
Prompts (MMP) and Negative Prompts (NP). Specifically, the combination of
three prompting strategies achieves the highest Dice score compared to partial
prompting strategies approach.

4 Conclusion

In this paper, we proposed MAUP, a training-free few-shot medical image seg-
mentation approach that introduces a multi-center adaptive uncertainty-aware
prompting strategy for the SAM model. By combining spatial diversity, un-
certainty guidance, and adaptive prompt optimization, MAUP effectively ad-
dresses the challenges of medical image segmentation without requiring any ad-
ditional training on medical datasets. Our comprehensive experiments on three
diverse medical imaging datasets demonstrate that MAUP outperforms con-
ventional training-based few-shot segmentation models under the training-free
manner. The proposed method achieves precise segmentation results across dif-
ferent imaging modalities and anatomical structures, highlighting its potential
for real-world clinical applications.
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