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Abstract. Efficient three-dimensional reconstruction and real-time vi-
sualization are critical in surgical scenarios such as endoscopy. In recent
years, 3D Gaussian Splatting (3DGS) has demonstrated remarkable per-
formance in efficient 3D reconstruction and rendering. Most 3DGS-based
Simultaneous Localization and Mapping (SLAM) methods only rely on
the appearance constraints for optimizing both 3DGS and camera poses.
However, in endoscopic scenarios, the challenges include photometric in-
consistencies caused by non-Lambertian surfaces and dynamic motion
from breathing affects the performance of SLAM systems. To address
these issues, we additionally introduce optical flow loss as a geomet-
ric constraint, which effectively constrains both the 3D structure of the
scene and the camera motion. Furthermore, we propose a depth reg-
ularisation strategy to mitigate the problem of photometric inconsis-
tencies and ensure the validity of 3DGS depth rendering in endoscopic
scenes. In addition, to improve scene representation in the SLAM sys-
tem, we improve the 3DGS refinement strategy by focusing on view-
points corresponding to Keyframes with suboptimal rendering quality
frames, achieving better rendering results. Extensive experiments on
the C3VD static dataset and the StereoMIS dynamic dataset demon-
strate that our method outperforms existing state-of-the-art methods in
novel view synthesis and pose estimation, exhibiting high performance
in both static and slightly dynamic surgical scenes. Our code is available
at https://github.com/vamWu/EndoFlow-SLAM.
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1 Introduction

Accurate camera pose estimation and organ tissue reconstruction are critical in
medical applications, especially in minimally invasive surgeries where endoscopes
are commonly used [17]. However, challenges such as limited fields of view, dy-
namic tissue deformations, and complex lighting conditions can undermine the
precision of these procedures [18]. Precise camera pose estimation is essential
for defining spatial relationships between organs and surgical instruments, en-
hancing the surgeon’s navigation and tool manipulation [26]. Dense scene recon-
struction also aids in tissue analysis during surgery and supports postoperative
evaluation. Visual Simultaneous Localization and Mapping (SLAM) techniques
offer a promising solution to address these challenges [3,14].

Traditional visual SLAM methods typically produce sparse scene reconstruc-
tions and assume a rigid environment, which is often not satisfied in endoscopy
scenarios [2,13,27]. The weak textures in such environments further complicate
feature-based matching. Consequently, applying these methods to endoscopic
scenarios presents significant challenges in terms of accuracy and robustness.
Dense SLAM systems have been developed for real-time dense reconstructions
they generally rely on RGB-D sequences. However, these sequences are difficult
to capture in endoscopic environments due to the constraints of surgical in-
struments and incisions, leading to incomplete scene representations with areas
obstructed by the limited movement of the endoscope.

To overcome these limitations, recent research has integrated Neural Radi-
ance Fields (NeRF) [20] and 3D Gaussian Splatting (3DGS) [10] into SLAM
systems. NeRF leverages neural networks with volume rendering, enabling high-
precision novel view synthesis and filling in unobserved regions in the map [29].
NeRF-based SLAM systems, such as ENeRF-SLAM [23] and Endo-Depth-and-
Motion [22], have been specifically developed to address dynamic changes and
spatial constraints in endoscopic settings. However, the high computational cost
of training and inference in NeRF systems can limit their practical application in
real-time surgery. Conversely, 3DGS has shown promise in improving rendering
efficiency while maintaining photo-realistic images. By combining explicit scene
representation with differentiable Gaussian rasterization, 3DGS achieves signif-
icantly higher rendering speeds compared to NeRF [20]. 3DGS-based SLAM,
such as EndoGSLAM [25] and Free-SurGS [5], have demonstrated satisfactory
camera tracking and dense scene reconstruction.

Despite these advancements, the above challenges persist when applying
these methods to real endoscopic scenarios, particularly in handling photomet-
ric inconsistencies caused by non-Lambertian surfaces, dynamic deformations
caused by breathing, and a lack of depth information. To address these issues,
we propose Endoflow-SLAM, an endoscopic SLAM method based on 3DGS,
which enables efficient camera tracking, high-quality dense reconstruction, and
high-fidelity image synthesis of novel viewpoints in endoscopic environments. Our
contributions can be summarized in threefold: First, we introduce optical flow
loss as part of the geometric constraint. This loss effectively constrains the varia-
tions in the 3D structure of the scene and camera motion. Using our CUDA-based
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Fig. 1. Method overview. Given the first RGB-D image, we initialize the 3D Gaussians
and subsequently perform camera tracking and mapping iteratively. Tracking handles
non-keyframes with depth regularization for scale consistency (optimizing camera pose
only), while keyframes incorporate optical flow as a geometric constraint in Local BA to
simultaneously optimize poses and 3DGS primitives. Mapping applies BA with optical
flow constraints to optimize poses and 3DGS primitives across the Keyframe window.

Differential Gaussian Rasterization, we can efficiently optimize both 3DGS and
camera poses simultaneously. Second, to mitigate the scale ambiguity introduced
by monocular depth estimation, we propose a hybrid approach combining depth
map normalization with scale-invariant loss formulation. Third, to enhance scene
representation, we apply an improved 3DGS refinement strategy after real-time
rendering in the SLAM system, whereby we achieve more accurate depth and
colour image rendering results by the prioritising viewpoints with Keyframes.

2 Methodology

2.1 Preliminary: 3D Gaussian Splatting

3DGS [10] is a differentiable rendering framework that models a 3D scene using a
collection of Gaussian primitives. The i-th Gaussian is characterized by a center
µi, an opacity oi, and a covariance matrix Σi and can be expressed as:

Gi(X) = oi · exp
{
−1

2
(X− µi)

⊤Σ−1
i (X− µi)

}
, (1)

where X represents an arbitrary point in 3D space. In the rendering process,
these Gaussians are projected onto the 2D image plane along camera rays, and
their contributions are composited using an alpha-blending scheme.
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2.2 System Overview

As illustrated in Fig. 1, the 3DGS-based system consists of three main modules:
the initialization module, the camera tracking module, and the mapping mod-
ule. In the initialization phase, following dominant 3DGS-based SLAM methods
[9,12,19], we initialize the isotropic 3DGS G0 from the frame It0 , where the
isotropic G0 represents more suitable for endoscopic scenario. In the camera
tracking module, the camera pose estimation is formulated to minimize photo-
metric and flow residual corresponding to appearance and geometric constraints,
respectively. We assume that the camera pose Tt at time t has already been op-
timized. Our goal is to optimize the estimated camera pose T̂t+1 at time t + 1.
In the mapping module, for the rough camera poses obtained from the track-
ing module in the keyframe window, we use Bundle Adjustment (BA) to jointly
optimize both the camera poses and the 3D scene representation within the
Keyframe window.

2.3 Non-keyframe Optimization

Existing 3DGS-based SLAM systems [25,16,19] typically employ photometric
(Lrgb) and depth (Ldepth) error minimization for camera pose estimation. How-
ever, this paradigm faces scale ambiguity challenges in endoscopic scenarios due
to monocular depth estimation limitations [28,15]. To address this limitation, we
propose a modified optimization framework incorporating scale-invariant loss
Lscale [21] and depth gradient regularizationLreg

depth. The depth regularization
term is defined as the weighted gradient difference between the estimated and
ground truth depth maps: Lreg

depth = 1
N

∑N
i=1 (wh · |∇hdi|+ wv · |∇vdi|) , where

di denotes the depth value at pixel i, ∇h and ∇v represent horizontal and ver-
tical gradients respectively, wh and wv are corresponding weight factors, and N
represents the total number of image pixels. The estimated camera pose T̂t+1 at
time t+ 1 can be optimized by minimizing the photometric, scale-invariant and
depth regularization losses:

T̂t+1 = argmin
Tt+1

λ1Lrgb + λ2Lreg
depth + λ3Lscale, (2)

2.4 Keyframe Optimization with Flow Constraints

To enhance the geometric consistency in dynamic endoscopic scenes, we incorpo-
rate flow loss as an additional constraint for Keyframe optimization at time t+1,
enabling a simultaneously optimized scene representation and pose estimation.
Per-Gaussian Pixel Flow. As illustrated in Fig. 2, each pixel xt corresponds
to a set of 3DGS, where the pixel colour is obtained by alpha-blending the 2D
Gaussians projected from multiple 3D Gaussians. Building upon the work pre-
sented in [4], at time t, we render the i-th 3D Gaussian using the camera pose
Tt onto the 2D image plane, resulting in pixel xi,t. This pixel is mapped to the
canonical space using the mean µi,t and covariance matrix Σi,t of the correspond-
ing i-th 2D Gaussian. At time t+ 1, the the pixel position xi,t+1 is determined
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Fig. 2. GaussianFlow estimation. At time t, each pixel xt results from K overlap-
ping Gaussians. At time t + 1, each K Gaussian will have a corresponding Gaussian
flow (Black arrow). By accumulating these Gaussian flows, we obtain the overall Gaus-
sian flow. Our goal is to minimize the difference between GS fLow and Optical flow by
optimizing both the camera pose T̂t+1 and 3DGS primitive Ĝ.

by projecting the 3DGS through the unknown-but-sought camera pose Tt+1, as
expressed by: xi,t+1 = π (Gt, Tt+1) , where π(·) denotes the perspective projec-
tion. From this, we can obtain the corresponding mean µi,t+1 and covariance
matrix Σi,t+1 for the i-th Gaussian. The Gaussian flow for the i-th Gaussian
is given by the positional displacement, which represents the difference between
the position of the pixel: flowG

i (xt) = xi,t+1 − xi,t.

Simultaneous Optimization by Flow Constraint. Unlike [4], in our SLAM
system, the Gaussians are isotropic, where both covariance matrices are sym-
metric and positive definite. Consequently, the Cholesky factorization [7] of the
covariance matrices Σi,t and Σi,t+1 simplifies to the identity matrix. This enables
us to express the Gaussian flow for the i-th Gaussian equivalent to: fGi (xt) =
µi,t+1−µi,t. For each pixel with K overlapping Gaussians, we compute the com-
posite flow through alpha-weighted blending: fG(Tt+1,Gt) =

∑K
i=1 wi(µi,t+1 −

µi,t), where wi denotes the normalized blending weight of the i-th Gaussian
along the camera ray. For adjacent frames It and It+1, we obtain the optical
flow fGt(x) using an off-the-shelf method as ground truth. We then define the
flow loss aggregated over all pixels as: Lflow = ∥fG(Tt+1,Gt)− fGt(x)∥2.

For keyframe optimization at time t + 1, we simultaneously optimize the
estimated camera pose T̂t+1 and 3DGS primitive Ĝ by minimizing the following
objective function:

T̂t+1, Ĝ = argmin
Tt+1,G

(
λ1Lrgb + λ2Lreg

depth + λ3Lscale + λ4Lflow

)
. (3)

Compared with equation (2), equation (3) additionally involve flow loss Lflow as
a geometric constraint, Lflow maintains the geometric consistency of motion.



6 T. Wu et al.

2.5 Keyframe Optimization and Global Refinement

Keyframe-Oriented Local Bundle Adjustment.To further improve the ex-
pressiveness of the scene, we also introduce flow loss as a geometric constraint
in Mapping. After the camera tracking module, we perform 3D Gaussian map
representation optimization only when frame It+1 is designated as a Keyframe.
We follow the Keyframe management strategy from [19]. We perform BA on
all frames within the Keyframe window. By minimizing the loss function Lrgb,
Ldepth and Lflowin the objective function (3), we simultaneously optimize the
estimated camera pose T̂t+1 and 3DGS primitive Ĝ.
Global Refinement. MonoGS [19] suffers from limitations in its single-stage
optimization approach, where random viewpoint selection fails to effectively re-
fine low-quality regions and its reliance on photometric loss alone compromises
geometric constraints. Unlike [19], we implement a two-stage revised global re-
finement strategy after completing the 3D Gaussian map representation and
camera tracking for all frames in the SLAM system. In the first stage, we prior-
itize viewpoints using keyframes and additionally involve depth lossLreg

depth and
scale-invariance loss Lscaleto optimize the global scene, which enhances scene
quality through this refinement stage. In the second stage, we employ a global
viewpoint selection strategy, randomly selecting viewpoints to ensure compre-
hensive refinement across the entire scene.

For each selected viewpoint, the optimization of the Gaussian primitive is
performed using the following loss function:

Lrefine = (1− λdssim)Lrgb + λdssim(1− SSIM) + |∇D̂ −∇D∥22, (4)

where λdssim controls the relative weight of the Structural Similarity Index
(SSIM). The SSIM term ensures structural preservation, maintaining the in-
tegrity of the scene’s overall structure while minimizing pixel-level discrepancies.

3 Experiments

3.1 Implementation Details

Experimental Setup. All experiments were conducted on an NVIDIA RTX
4090 GPU with fixed hyperparameters. We employed the Adam optimizer [11]
for camera pose parameters and standard 3DGS learning rates [10] for Gaussian
attributes. Following [19], we simplified the Gaussian representation by omitting
the spherical harmonics (SHs) representing view-dependent radiance for simplic-
ity. We used 15 iterations per frame for both camera tracking and mapping.
Datasets. The evaluation was conducted on two clinically relevant datasets
capturing distinct endoscopic challenges. The C3VD Dataset [1] provides RGB-
D data with ground truth poses, combining real clinical videos with synthetic
colon models for validation. Following [25], we evaluated on 10 sequences (675
× 540 resolution) exhibiting typical endoscopic challenges like non-Lambertian
surfaces. For dynamic scenario evaluation, we utilized the StereoMIS dataset [6]
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captured by a da Vinci Xi surgical robot, featuring natural tissue deformations
from breathing. Following [24], we selected the P2_1 sequence (640 × 512 reso-
lution) containing both short (200-frame) and extended (1000-frame) segments
to evaluate temporal consistency.
Evaluation Metrics. For geometric evaluation, we use the Root Mean Squared
Error (RMSE) in millimetres (mm) on depth. Camera tracking is evaluated using
the Absolute Trajectory Error (ATE) in millimetres (mm). We also evaluate the
rendering quality of our novel view synthesis using Peak Signal-to-Noise Ratio
(PSNR), Learned Perceptual Image Patch Similarity (LPIPS), and Structural
Similarity Index Measure (SSIM) metrics.

3.2 Quantitative and qualitative results

We compare our method against four representative SLAM approaches: NICE-
SLAM [29], Endo-Depth [22], ESLAM [8] and EndoGSLAM [25]. The primary
focus of our evaluation is on novel view rendering and camera localization per-
formance, using the C3VD and StereoMIS datasets. On the C3VD dataset, we
present the average values of each metric across ten scenes, as summarized in
Table 1. Our work achieves tracking and mapping speeds of 171.7 ms/frame
and 198.6 ms/frame, respectively, with rendering performance exceeding 100
FPS. Our method consistently outperforms the others in terms of PSNR, SSIM,
RMSE, and ATE. In particular, compared to the NeRF-based NICE-SLAM, our
3DGS-based approach delivers faster rendering and reconstruction, thus ensuring
real-time performance. Furthermore, as illustrated in Fig. 3, our method demon-
strates superior rendering quality compared to existing 3DGS-based SLAM sys-
tems. In addition, we conducted experiments on the StereoMIS dataset [6], which
involves endoscopic scenes with breathing. The results, presented in Table 2,
show that our method outperforms NICE-SLAM, ESLAM, and EndoGSLAM.
As illustrated in Fig. 3, EndoGSLAM lacks geometric constraints, making it un-
able to handle dynamic changes caused by respiration. Consequently, the overall
image appears blurry with noticeably missing texture details and incorrectly
shapes.

Table 1. Quantitative results on the C3VD dataset.

Methods PSNR↑ SSIM↑ LPIPS↓ RMSE (mm)↓ ATE (mm)↓
NICE-SLAM [29] 22.07 0.73 0.33 1.88 0.48
Endo-Depth [22] 18.13 0.64 0.33 5.10 1.25

EndoGSLAM-H [25] 22.16 0.77 0.22 2.17 0.34
Ours 25.18 0.82 0.27 1.54 0.23

3.3 Ablation Study

Table 3 presents ablation studies on the depth constraint, refinement strategy,
and flow constraint modules. The results demonstrate that the depth loss func-
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Fig. 3. Qualitative results on C3VD and StereoMIS Dataset.

Table 2. Quantitative results on the StereoMIS dataset.

Methods PSNR↑ SSed 10.5 pages.IM↑ LPIPS↓ ATE (mm) ↓
NICESLAM [29] 13.07 0.49 0.61 38.24

ESLAM [8] 18.70 0.54 0.57 16.73
EndoGSLAM-H [25] 16.67 0.52 0.45 18.82

Ours 21.96 0.59 0.27 15.47

tion is crucial for accurate depth reconstruction, with its absence leading to
degraded depth map accuracy. The refinement module integrating appearance
and geometric constraints enhances the quality of rendered depth and color im-
ages without affecting camera tracking accuracy. The flow module relying on
both constraints and utilized in camera tracking enhances both tracking accu-
racy and rendering quality.

Table 3. Ablation study of our method on C3VD dataset

Method PSNR ↑ SSIM ↑ LPIPS ↓ RMSE(mm) ↓ ATE(mm) ↓
w.o. Depth 22.96 0.80 0.40 7.47 0.44
w.o. Refine 21.26 0.78 0.42 3.35 0.23
w.o. Flow 21.04 0.75 0.43 2.63 0.48

Ours 25.18 0.82 0.27 2.04 0.23
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4 Conclusion

In this paper, we introduce EndoFLow-SLAM, a SLAM framework based on
3DGS. This framework enables accurate camera tracking and high-quality novel
view synthesis in endoscopic scenes. By incorporating optical flow as a geo-
metric constraint, EndoFLow-SLAM is better at handling the dynamic changes
caused by breathing in real-world endoscopic environments. Extensive experi-
mental results demonstrate that, compared to traditional SLAM methods and
those based on 3DGS, EndoFLow-SLAM achieves superior tracking and render-
ing performance. Future work will focus on the construction and optimization of
object-level 3DGS to better adapt the intense dynamic variations found in more
complex endoscopic scenarios.
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