
DualPrompt-MedCap: A Dual-Prompt Enhanced
Approach for Medical Image Captioning

Yining Zhao, Mukesh Prasad, and Ali Braytee

University of Technology Sydney, NSW 2007, Australia
Ali.Braytee@uts.edu.au

Abstract. Medical image captioning via vision-language models has
shown promising potential for clinical diagnosis assistance. However, gen-
erating contextually relevant descriptions with accurate modality recog-
nition remains challenging. We present DualPrompt-MedCap1, a novel
dual-prompt enhancement framework that augments Large Vision-Lan-
guage Models (LVLMs) through two specialized components: (1) a moda-
lity-aware prompt derived from a semi-supervised classification model
pre-trained on medical question-answer pairs, and (2) a question-guided
prompt leveraging biomedical language model embeddings. To address
the lack of captioning ground truth, we also propose an evaluation frame-
work that jointly considers spatial-semantic relevance and medical nar-
rative quality. Experiments on multiple medical datasets demonstrate
that DualPrompt-MedCap outperforms the baseline BLIP-3 by achiev-
ing a 22% improvement in modality recognition accuracy while generat-
ing more comprehensive and question-aligned descriptions. Our method
enables the generation of clinically accurate reports that can serve as
medical experts’ prior knowledge and automatic annotations for down-
stream vision-language tasks.
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1 Introduction

Medical image understanding plays a crucial role in clinical diagnosis, yet the
interpretation and reporting of such images still heavily rely on experienced
pathologists [3], especially challenging in regions with limited expertise [16].
Vision-language models (VLMs) have shown promise in automating medical im-
age captioning [11, 22], but face three critical limitations: (1) unreliable modality
recognition, where models struggle to distinguish between imaging techniques [8];
(2) generic prompts lacking medical specificity; and (3) reliance on large anno-
tated datasets, which are scarce due to privacy concerns [13].

Early captioning approaches adapted generic models like Show and Tell [21]
to specialized architectures such as R2Gen [2], but typically overlooked modal-
ity awareness—crucial for diagnostic accuracy. While prompt-based methods [18]
1 https://github.com/Yininnnnnng/DualPrompt-MedCap
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Fig. 1: Overview of the proposed DualPrompt-MedCap framework.

and BLIP-based models [10] show promise, they lack medical-specific constraints.
The scarcity of labeled medical data compounds these challenges, with semi-
supervised techniques like FixMatch [20] showing potential but remaining under-
explored in medical contexts [14]. Additionally, evaluation metrics like BLEU [17]
and domain-specific frameworks such as CheXpert [6] and RadGraph [7] rely on
ground truth references and often fail to capture true clinical relevance.

To address these limitations, we propose DualPrompt-MedCap, a question-
guided medical image captioning framework with three key innovations: (1) a
semi-supervised learning approach with novel Medical Modality Attention mech-
anisms that significantly improves modality recognition accuracy with limited
labeled data; (2) a dual-prompt strategy that integrates modality-aware prompts
with question-guided clinical focus to generate contextually appropriate descrip-
tions; and (3) a ground truth-independent evaluation framework that jointly as-
sesses image relevance, question alignment, and adherence to radiological stan-
dards. Our experimental results demonstrate that this approach substantially
outperforms baseline methods in generating clinically accurate and question-
relevant medical image descriptions.

2 DualPrompt-MedCap Framework

We propose DualPrompt-MedCap with a parallel dual-pathway architecture:
ResNet50 with Medical Modality Attention for modality classification and BLIP3
for visual understanding. These pathways merge only at prompt construction,
addressing modality identification and question-guided description generation.
Our framework (Fig. 1) leverages semi-supervised learning and specialized atten-
tion mechanisms, consisting of four main components: a modality-aware prompt
generation module (A), a question-guided clinical focus analysis system (B),
a dual-prompt enhancement mechanism (C), and a caption generation mod-
ule powered by BLIP3 (D). By separating modality recognition from content
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Fig. 2: Semi-supervised modality learning module.

description, DualPrompt-MedCap eliminates a common source of errors while
focusing on diagnostically relevant features.

2.1 Modality-aware Prompt

The Modality-aware Prompt component leverages a pre-trained modality clas-
sifier for accurate imaging technique identification (CT, MRI, or X-ray). This
classifier processes medical images through BLIP3’s visual encoder followed by
our enhanced backbone with Medical Modality Attention, incorporating the pre-
dicted modality into a structured prompt template.

Semi-supervised Modality Learning. We propose semi-supervised modality
learning (Fig. 2) by extending FixMatch [20] to address limited labeled modality
data. The framework processes labeled data (xl, yl) through a supervised path-
way and unlabeled data (xu) through weak-to-strong consistency training. For
labeled data, we compute supervised loss using modality-specific class weights.
For unlabeled data, weak augmentation generates pseudo-labels that guide learn-
ing from strongly augmented versions, incorporating only pseudo-labels exceed-
ing a confidence threshold τ . Our implementation uses 202 labeled (75 MRI, 49
CT, 78 X-ray) and 2,042 unlabeled samples with class weights [1.5, 1.0, 1.0] to
address MRI-CT confusion and τ=0.95 for optimal pseudo-label quality.
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Medical Modality Attention. We introduce a Medical Modality Attention
mechanism that adaptively emphasizes modality-specific visual cues through two
components: Intrinsic Modality Attention and Multi-scale Feature Extraction.
The feature transformation process is:

Fout = x⊙Aintr(x) +Mscale(x) (1)

where Aintr represents Intrinsic Modality Attention, Mscale represents Multi-
scale Feature Extraction, and ⊙ denotes element-wise multiplication.

Intrinsic Modality Attention. The Intrinsic Modality Attention module cap-
tures anatomical structures and modality-specific imaging patterns:

Aintr(x) = Aanatomy(x)⊙Atexture(x) (2)

a) Anatomy Attention: Implemented via 7 × 7 convolutions to enhance
organ and tissue boundary detection, critical for distinguishing anatomical struc-
tures across modalities. Here, Aanatomy(x) employs batch normalization and
ReLU activation.

b) Texture Attention: Captures unique contrast patterns of each modal-
ity through channel-wise operations, where Atexture(x) applies adaptive average
pooling followed by two 1× 1 convolutions with a dimension reduction and ex-
pansion strategy.

Multi-scale Feature Extraction. Processes features at different anatomical
scales through dilated convolutions:

Mscale(x) = Wadj

 ⊕
d∈{1,2,4}

Convd(x)

 (3)

where Convd represents dilated convolutions with dilation rates of 1, 2, and 4,
Wadj is 1×1 convolutions for channel adjustment, and

⊕
represents channel-wise

concatenation.
Our semi-supervised strategy includes two key optimizations:
Modality-specific Augmentation: We address VLMs’ tendency to mis-

classify MRI as CT through targeted augmentation strategies. For MRI, we
apply enhanced geometric transformations and controlled intensity adjustments
to preserve characteristic tissue contrast while increasing pattern diversity.

Semi-supervised Loss: We adapt FixMatch with a modified loss function
for medical imaging:

L =
∑

(xl,yl)

wyl
CE(f(xl), yl) + λ

∑
xu

I(p > τ) · CE(f(xs
u), ŷu) (4)

where wyl
are modality-specific class weights, ŷu are pseudo-labels from

weakly augmented samples, and τ (0.95) filters unreliable predictions.
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Modality Prediction and Prompt Generation. During application, the
framework loads pre-trained parameters to predict modality and construct modality-
aware prompts.

2.2 Question-guided Clinical Focus Prompt

The Question-guided Clinical Focus Prompt component employs a Question An-
alyzer built on PubMedBERT [4] to extract semantic information from clinical
queries. This component identifies both question types and relevant clinical con-
cepts. The Question Analyzer computes clinical focus using cosine similarity
between question embeddings and predefined clinical concept embeddings:

sim(q, c) =
q · c

∥q∥ · ∥c∥
(5)

where q represents question embedding and c denotes embeddings of pre-
defined clinical concepts. We construct concept dictionaries across six cate-
gories: anatomy (lung, heart, brain), pathology (tumor, nodule, lesion), loca-
tion (left, right, upper), findings (normal, abnormal), measurements (mm, cm),
and comparisons (increased, decreased). Each term is encoded using PubMed-
BERT to obtain 768-dimensional embeddings. Based on similarity scores, the
analyzer generates contextual prompts such as “examining lung abnormalities”
for pathology-focused queries. This process transforms semantic similarity into
structured prompt text that guides BLIP3’s generation.

The analyzer maintains comprehensive medical concept dictionaries covering
anatomical structures, pathological findings, spatial locations, and comparison
terms. Beyond semantic similarity, it conducts syntactic and contextual analysis
to classify question types and extract relevant terms. For example, “Which side
of the lung is abnormal?” is classified as a location-type question with anatomical
and pathological components.

2.3 Dual-Prompt Enhancement

The Dual-Prompt Enhancement integrates the modality-aware prompt and ques-
tion-guided clinical focus prompt into a unified guidance signal. This creates
a comprehensive context capturing both imaging technique characteristics and
clinical query focus. For instance, examining a chest CT with a question about
lung abnormalities would create a prompt specifying both “CT scan of the chest”
and “examining for lung abnormalities”. By fusing these complementary prompts,
our approach addresses the limitations of generic prompting methods, focusing
caption generation on clinically relevant aspects and improving both accuracy
and utility for medical professionals.

2.4 Caption Generation with BLIP3

The caption generation module powered by BLIP3 [23] transforms integrated
dual prompts and visual features into coherent, clinically relevant descriptions.
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BLIP3’s visual decoder processes the input image’s features, combined with dual-
prompt information through cross-attention, enabling selective focus on image
regions most relevant to both modality context and clinical question.

2.5 A Ground Truth-Independent Evaluation Framework

To address the limitations of reference-dependent metrics, we propose an auto-
mated evaluation framework that assesses both relevance and medical quality
without requiring ground truth captions.

For relevance assessment, we use BiomedCLIP [24] to compute cosine simi-
larities between image-caption (Simage-text) and question-caption (Squestion-text)
embeddings:

Srelevance = α1 · Simage-text + α2 · Squestion-text (6)

Medical quality evaluation encompasses three automated components:

Squality = β1 · Smedical + β2 · Sclinical + β3 · Sstructure (7)

where: (1) Smedical measures UMLS [1] medical terminology usage via Scis-
paCy’s [15] entity linker, automatically calculating entity density (entities/words
ratio) and diversity (unique/total entities) through programmatic text process-
ing without manual intervention; (2) Sclinical employs dictionary-based string
matching to programmatically assess findings, anatomical localization, mea-
surements, and comparisons with equal weights (25% each), ensuring objective
evaluation without manual annotation; (3) Sstructure automatically evaluates re-
port completeness through three equally-weighted aspects (33.3% each): explicit
modality identification, multi-sentence description, and logical flow indicators
like “suggest” or “indicate”.

The final score combines both aspects:

Sfinal = γ1 · Srelevance + γ2 · Squality (8)

We set α1 = α2 = 0.25 for balanced relevance assessment, β1 = β2 = β3 = 1
3

for equal quality weighting, and γ1 = γ2 = 0.5 to ensure both relevance and
quality contribute equally. This fully automated approach eliminates subjective
manual evaluation while maintaining clinical validity [19, 13].

3 Experiments

All models were evaluated under identical zero-shot conditions without fine-
tuning on the target datasets. We used consistent hyperparameters: beam size
= 5, top_p = 0.9, and temperature = 1.0, to ensure fair comparison.

3.1 Datasets and Implementation Details

We evaluate on RAD [9] and SLAKE [12] datasets. RAD provides modality
keywords for semi-supervised learning, while SLAKE offers complete ground
truth for evaluation.
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3.2 Experiment Settings

Our semi-supervised modality learning module uses ResNet50 initialized with
ImageNet pre-trained weights, then trained on RAD dataset using our FixMatch-
based approach. Learning rates of 1× 10−5 (backbone) and 1× 10−4 (attention
modules) balance feature preservation with adaptation capabilities. For MRI im-
ages, we apply stronger geometric transformations (±15◦ rotation, 15% transla-
tion) to address their unique characteristics and mitigate misclassification with
CT scans. The FixMatch training strategy uses a confidence threshold of 0.95 for
pseudo-labeling. For caption generation, we leverage BLIP3 as the base vision-
language model and PubMedBERT for the Question Analyzer.

4 Results

Our experimental design validates each component’s contribution through tar-
geted evaluations: Table 1 demonstrates our modality recognition module’s ef-
fectiveness achieving 98.30% accuracy (22% improvement over BLIP3), while
Table 2 showcases the question-guided component’s impact through superior
question similarity (0.5694 vs 0.5323) and clinical accuracy (0.5833 vs 0.3348).

Table 1: Modality classification accuracy on SLAKE dataset.

Modality Semi-
supervised BLIP3 [23] FixMatch [20] Total

Samples

MRI 92.11% 11.84% 73.30% 472
CT 100.00% 92.37% 94.49% 361
X-Ray 100.00% 100.00% 100.00% 228

Average Accuracy 98.30% 77.66% 86.25% 1061

4.1 Modality Classification Results

We first demonstrate the ability of our proposed semi-supervised modality learn-
ing (FixMatch+Attention) to predict modality in datasets where this label does
not exist, to be included in the prompt. Table 1 presents modality classification
results on the SLAKE dataset. Our DualPrompt-MedCap framework signifi-
cantly outperforms baseline methods, particularly in MRI recognition (92.11%
vs BLIP3’s 11.84%). The substantial performance gap (98.30% vs 77.66% av-
erage accuracy) confirms that specialized modality recognition is essential for
generating clinically useful medical image captions.
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Table 2: Evaluation results on SLAKE and RAD datasets.

Metric SLAKE RAD

Ours BLIP3 Tag2Text[5] BLIP2 [10] Ours BLIP3 Tag2Text BLIP2

Final Score 0.5396 0.4716 0.2956 0.3273 0.5337 0.4494 0.3332 0.3318

Relevance Assessment

Image Sim. 0.3841 0.3521 0.3070 0.3724 0.3608 0.3171 0.3249 0.3173
Question Sim. 0.5694 0.5323 0.5616 0.5585 0.5929 0.5013 0.5777 0.5728

Medical Quality Evaluation

Med. Quality 0.3514 0.3545 0.4593 0.4476 0.3854 0.3717 0.4741 0.4862
Clin. Acc. 0.5833 0.3348 0.0272 0.0177 0.5563 0.3207 0.0114 0.0915
Structure 0.8737 0.8398 0.1482 0.1108 0.8302 0.8035 0.2492 0.1588

4.2 Medical Captioning Evaluation Results

Table 2 shows evaluation results on SLAKE and RAD datasets. DualPrompt-
MedCap achieves the highest final scores on both datasets (0.5396 and 0.5337),
outperforming all baseline models. The most significant improvements are in
question similarity (0.5694/0.5929) and clinical accuracy (0.5833/0.5563), demon-
strating our model’s ability to generate captions aligned with clinical queries
while maintaining medical relevance. Our approach also excels in structural con-
sistency (0.8737/0.8302), in contrast to Tag2Text and BLIP2, which show poor
clinical accuracy (<0.1) despite competitive medical terminology scores. These
results validate that our dual-prompt approach significantly enhances clinical
utility across different medical datasets.

4.3 Qualitative Analysis of DualPrompt-MedCap

Fig. 3: DualPrompt-MedCap caption analysis showing relevance and quality.

Fig. 3 shows an analysis of a caption generated by DualPrompt-MedCap
(final score: 0.6844). The caption directly addresses the query about lung abnor-
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mality by identifying “increased density in the lower left lung,” demonstrating
strong question relevance (0.7054). The caption received perfect scores in clinical
accuracy and report structure (1.0000 each), demonstrating how DualPrompt-
MedCap integrates modality awareness and question guidance to generate both
technically accurate and clinically meaningful descriptions.

Fig. 4: DualPrompt-MedCap with other models in medical image captioning.

Fig. 4 compares captions from different models. While DualPrompt-MedCap
accurately identifies the CT scan and addresses the clinical question, other mod-
els either misidentify the modality (BLIP3, Tag2Text, and BLIP2 all incor-
rectly label the imaging type) or fail to address the clinical query. DualPrompt-
MedCap’s caption includes precise anatomical descriptions, demonstrating how
our dual-prompt strategy effectively integrates modality awareness and question
relevance for clinically useful medical image descriptions.

5 Conclusion

In this paper, we proposed DualPrompt-MedCap, a framework for question-
guided medical image captioning with enhanced modality recognition. By com-
bining semi-supervised learning and a medical modality attention mechanism,
we improved modality recognition accuracy. Our approach ensures both tech-
nical accuracy and clinical relevance, producing captions that meet radiological
standards. Experimental results on VQA datasets highlight its superior perfor-
mance, and potential to assist medical professionals, reduce radiologist workload,
and improve diagnostic workflows, especially in resource-limited settings.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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