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Abstract. Deep learning (DL) has achieved remarkable progress in the
field of medical imaging. However, adapting DL models to medical tasks
remains a significant challenge, primarily due to two key factors: (1)
architecture selection, as different tasks necessitate specialized model
designs, and (2) weight initialization, which directly impacts the con-
vergence speed and final performance of the models. Although transfer
learning from ImageNet is a widely adopted strategy, its effectiveness
is constrained by the substantial differences between natural and med-
ical images. To address these challenges, we introduce Medical Neural
Network Search (MedNNS), the first Neural Network Search framework
for medical imaging applications. MedNNS jointly optimizes architecture
selection and weight initialization by constructing a meta-space that en-
codes datasets and models based on how well they perform together.
We build this space using a Supernetwork-based approach, expanding
the model zoo size by 51x times over previous state-of-the-art (SOTA)
methods. Moreover, we introduce rank loss and Fréchet Inception Dis-
tance (FID) loss into the construction of the space to capture inter-model
and inter-dataset relationships, thereby achieving more accurate align-
ment in the meta-space. Experimental results across multiple datasets
demonstrate that MedNNS significantly outperforms both ImageNet pre-
trained DL models and SOTA Neural Architecture Search (NAS) meth-
ods, achieving an average accuracy improvement of 1.7% across datasets
while converging substantially faster. The code and the processed meta-
space is available at https://github.com/BioMedIA-MBZUAI/MedNNS.
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1 Introduction

Deep learning (DL) is transforming medical imaging in many aspects, such as
enabling tumor type identification [14], skin lesion analysis [18], and diabetic
retinopathy diagnosis [20]. These advances boost diagnostic accuracy and clini-
cal efficiency, ultimately striving to improve patient outcomes. However, adapt-
ing DL techniques to medical tasks presents two fundamental challenges. First,
choosing the optimal architecture, where different tasks often require different
model designs tailored to capture subtle, domain-specific features [21,7]. Second,
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Fig.1. (Left) Heatmap showing pairwise FID distance between MedMNIST datasets
and ImageNet. (Right) Training curves for ResNet-18 using random, ImageNet, and
nearest-FID dataset pertaining.

weight initialization strategies, which influence convergence during training, ul-
timately affecting the overall performance of the model [2,22].

Transfer learning enhances convergence by providing a better initialization
from models pretrained on large datasets like ImageNet [6]. However, medical im-
ages differ substantially from natural images in format, modality, and appearance
[19,21], making feature reuse from ImageNet often ineffective [11]. Investigating
this, we compute the Fréchet Inception Distance (FID) [27] between several
MedMNIST [26] datasets and ImageNet [6] as shown in Fig. 1 and observe that
every medical dataset has at least one other medical dataset that is closer in FID
compared to ImageNet. Moreover, training ResNet-18 [8] on four datasets with
different initializations (Fig. 1) demonstrates that pretraining on a more similar
dataset accelerates convergence and improves the final performance, suggesting
more effective feature reuse.

While selecting a more relevant dataset for pretraining improves feature
transfer, the architecture itself plays an important role in determining which
features are extracted and reused effectively. This is because the architecture’s
inductive bias, which are the inherent assumptions it encodes about the data and
task, dictates which features are prioritized during learning [16]. This has led to
growing interest in Neural Architecture Search (NAS), an automated approach
that explores a space of architectures to find configurations that best align with
task and data-specific characteristics. For a given dataset D, NAS aims to dis-
cover an optimal architecture o that minimizes the validation loss EE)Z) when
evaluated on the model f, with its optimal weights w},. Formally:

o = argmin £17) (fo (w3)), where: w} =argmin L7 (fa(w). (1)

From an application perspective, NAS has shown promise in medical imaging,
delivering notable performance improvements [1]. While improving architectural
design, NAS does not inherently offer weight initialization or facilitate feature
reuse for fast adaptation. Therefore, recent strategies have adopted Supernet-
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works [3], which are over-parameterized neural networks that contain multiple
smaller subnetworks within their structure. However, these Supernetworks are
task-specific and require retraining when applied to a new target dataset [25].

Addressing both the architecture selection and weight initialization chal-
lenges, Neural Network Search (NNS) has emerged, it leverages a model zoo
(Z) of pretrained networks to jointly discover both the architecture («) and its
corresponding weights (w) based on its alignment with a given Dataset D [10].
NNS can be expressed as:

(" w") =arg min L) (fo(w)). 2)
(a,w)eZ

Formulating NNS as a meta-learning problem, Task-Adaptive Neural Net-
work Search (TANS) [10] constructs a cross-modal dataset latent space using con-
trastive learning to align datasets with high-performing models, thereby enabling
efficient retrieval of task-adaptive models. However, TANS faces notable limita-
tions. Specifically, TANS requires training a large number of model-dataset pairs
to construct its meta-space, which introduces significant computational complex-
ity with each dataset. This scalability issue makes applying TANS for medical
imaging tasks computationally expensive. Additionally, TANS’s reliance on a
contrastive loss function emphasizes relationships between individual datasets
and models, while overlooking similarities across datasets or architectures. This
limitation hinders generalization, which is critical in medical imaging where
cross-dataset knowledge transfer is essential. In this work, we aim to overcome
these limitations and extend the approach to the medical tasks; we introduce
the first Medical Neural Network Search (MedNNS) methodology. The key con-
tributions of MedNNS include:

— We propose MedNNS, the first NNS for medical vision tasks that jointly
determines the optimal architecture and pretrained initialization for a given
medical dataset by leveraging a pre-constructed meta-learning space.

— We leverage Supernetworks to construct a model zoo, enabling efficient sub-
network extraction and expanding the space of model-data pairs.

— We introduce a novel rank loss for the meta-space that incorporates inter-
model information, ensuring that performance ranking is reflected in model
proximity to the dataset representation.

— We introduce the FID loss to capture inter-dataset relationships, ensuring
that datasets that have close feature representations are close to each other
in the meta-space.

2 Methodology

We propose MedNNS to solve the NNS problem defined in Eq. (2) by employing
Supernetworks to efficiently construct a large model zoo of model-dataset pairs.
We also propose a novel approach to embed these pairs into a meta-space that
preserves model ranks and dataset similarities. Once built, this meta-space can
be queried to select a suitable model and initialization for an unseen target
dataset, as shown in Fig. 2. In this section, we will describe these steps in detail.
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Fig. 2. Overview of our MedNNS framework. (A) During training: (A.1) A large model
zoo is built by training a single Supernetwork per dataset and extracting thousands
of subnetworks via weight sharing. (A.2) Models and datasets are embedded into the
latent space. (A.3) The meta-space is optimized using a combination of rank loss,
FID loss, and performance loss to align models and datasets according to their relative
performance. (B) During inference, given an unseen dataset, its embedding is computed
and used to query the meta-space, selecting the closest model embedding as the most
suitable pre-trained model.

A. Creating the Meta-learning Space

A.1 Model Zoo Construction. We define a model zoo as Z = {(Dy, My, P]\%),

ooy (Dgy My, Pﬁf)}, where PA[/};“ denotes the performance of model M; on dataset
Dy. Each model M consists of an architecture o and weights 6, learned by
training M on D. Constructing an extensive model zoo provides a diverse pool
of pairs, enriching the meta-space and boosting overall performance. However,
training thousands of models per dataset is computationally prohibitive. TANS
[10] reduces this cost using accuracy estimation to selectively train model-data
pairs, yet it still requires training hundreds of models per dataset. We over-
come this inefficiency by training a single Supernetwork per dataset and ex-
tracting thousands of subnetworks from it without retraining via weight sharing.
Through this, MedNNS enables the efficient construction of a model zoo with
720k model-dataset pairs compared to 14k pairs in TANS [10] at a significantly
lower computational cost.

We define a Supernetwork S(z; @) with parameters @, while its subnetworks
are derived by applying a binary mask m € {0,1}" to 0, yielding s(x; 0 = m©®O)
where ® denotes elementwise multiplication. Varying masks allow us to extract
subnetworks with varied architectures (in depth, width, etc). Accordingly, the
model zoo is represented as Z = {(Dy, s1, 1581171), ooy (D, 81, 135?’9)}, where each
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subnetwork s; is characterized by an architecture «; and weights 0; extracted
from © using mask m;. While, PD k is the estimated performance of s; with in-
herited weights 0;, and PD ks the true performance when trained from scratch.
To ensure that the extracted weights are meaningful, the Supernetwork is trained
using a two-stage scheme. Initially, the full network is trained to establish robust
shared weights. In later epochs, several subnetworks are sampled each batch, and
weights are updated according to the average loss. Also, to ensure rank preser-
vation, which means if P;, > Ps,, then ]551 > }552, we employ the FaiRNAS
technique [5] that applies the strict fairness principle during sampling of subnet-
works in the second stage of training. Our experiments confirm the effectiveness
of this training scheme, as it is demonstrated in the experiments section.

A.2 Model and Dataset Encoding. For models, an architectural encoding of
« is created by flattening configuration parameters such as depth and width. On
the other hand, a functional encoding of 8 is acquired at the penultimate layer
when passing a fixed Gaussian noise z ~ N(0, I) through the model. These two
encodings are then concatenated and processed through a Multi-Layer Percep-
tron (MLP) encoder E,, to yield the final model representation. For datasets,
a random set of images is selected for each dataset and embedded using a pre-
trained model; their embeddings are then averaged to produce the dataset rep-
resentation that serves as input to the MLP data encoder E .

A.3 Meta Space Construction. We use the acquired Supernet-based model
zoo Z and construct our meta space by aligning model and dataset embeddings,
obtained using the encoders E,, and Ej, so that their similarities reflect the true
performance relationships. We also employ an MLP as a performance predictor
(¢) which takes the model and data embeddings and output § as follows § =
©(Em(s), Ea(D)). Following this, we optimize a composite loss defined as: £ =
Loert + Lrank + Lrip, where Lycpf is performance prediction loss computed as the
mean squared error between the predicted performance and the estimated one P.
In addition, we introduce a novel rank 1oss (Lyank) to preserve the true ranking
of model performances across datasets in the meta-space. For a given dataset D
and any pair of models s; and s; with a true performance difference APJ.l?k =
P - PP

., we enforce that the corresponding difference in cosine similarity is

pos1t1ve when AP5 > 0 via a logistic loss:

Cone=1pr 3 —lox (08 (FD)- Buls)) = BuD) - Eu(5:)))). ©)

APP, >0

where o is the sigmoid function and the scaling factor 8 adjusts the sensitivity.

We propose Lpip to capture inter-dataset similarities and align dataset em-
beddings based on the similarity of features captured by the FID metric. Al-
though FID relies on ImageNet embeddings, which may not fully capture salient
medical features, it is sufficiently expressive to quantify similarities between
datasets based on image samples. This is supported by Fig. 1, where FID demon-
strates a clear correlation with the visual similarity of the datasets. Furthermore,
as indicated by [16], FID also correlates with feature reuse. The standard com-
putation of FID is used, and its positive impact is demonstrated in our ablation
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study. For any two datasets D; and D; with embeddings E;(D;) and Eq(D;), a
lower FID implies better similarity, so their embeddings should be closer. This is
enforced by weighting the squared Euclidean distance between the embeddings:

— oy Do (- gy - EaDE. @)

B. Querying the Meta Space. During inference, the objective is to select
the most suitable architecture o and its initialization 6 for a new unseen target
dataset D¢, leveraging the pre-constructed meta-space. The latent representa-
tion E4(Dpew) is computed using the trained dataset encoder E; . This repre-
sentation serves as a query to the meta-space, where a model M* is selected by
finding the model embedding E,,,(M*) that is closest to Eg(Dpeqy) as follows:

E Dnew Em M
M?* = arg max a ) (M)

B TEa(Drew) T Em DT ©)

3 Experiments

We use MedMNIST [26] datasets comprising of a diverse benchmark well-suited
for evaluating generalization as it is built from real-world medical datasets, in-
cluding multiple modalities such as: X-ray, histopathology, and Optical Coher-
ence Tomography (OCT). Our experimental protocol follows a cross-validation
strategy. For each test on a dataset from Table 1, we construct the meta-space
using all remaining datasets from the collection. This approach ensures that
the model selection process is unbiased and generalizes well to unseen data. For
MedNNS, we employ the OFA (Once For All) Supernetwork [3], a ResNet-like
model with variable depth, width, and expansion ratio. All Supernetworks are
trained on one A100 GPU following the scheme in subsection A1 (2). After that,
we evaluate the Spearman rank correlation of subnetworks and achieve 90% with
0.3% margin. The meta space is trained using Adam [12] with a learning rate of
1072,

For MedNNS, we report three variants to explore the trade-off between effi-
ciency and performance. 1) MedNNS7; is obtained by querying the meta-space
based on the target dataset to select the best model and train it. 2) MedNNSts
extends this approach by selecting the top five candidate models, training each
for one epoch, and then choosing the model with the highest evaluation accuracy
to continue training. 3) MedNNSz is obtained by extracting the top ten mod-
els and then using the same selection process. We compare our approach with
SOTA NAS methodologies and DL models initialized using ImageNet pretrained
weights. To avoid bias from the choice of optimization strategy, all models are
trained using five different strategies, and we report the highest test accuracy
achieved at epoch 10 and epoch 100 to reflect both convergence speed and final
performance. However, due to the absence of their model zoo structure file, we
were unable to test TANS [10] method.
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Table 1. Comparison of methods across datasets reporting test accuracies at Epoch 10
(@10) and Epoch 100 (@100) to show convergence speed and final accuracy.

‘ ‘Method Pneumonia OrganS Tissue Derma Blood Breast Average ‘
| @10 @100| @10 @100| @10 @100| @10 @100| @10 @100| @10 @100| @10 @100 |
MobileNetV3[13] 88.5% 92.8% | 71.3% 76.0% |58.8% 68.1% |66.9% 75.1% |81.0% 88.6% |73.7% 85.9% | 73.4% 81.1%
EfficientNetpo[24] 85.6% 92.3% | 78.1% 81.2% |64.4% 69.4% |70.8% 76.2% | 75.7% 87.2% | 77.6% 83.3% | 75.4% 81.6%
EfficientNetp4[24] 85.6% 92.0% | 74.5% 81.1% | 55.4% 68.7% | 68.7% 74.3% | 82.8% 96.2% |73.7% 87.2% | 77.8% 83.3%
ResNet18][8] 93.1% 95.2% | 66.5% 80.6% | 57.6% 66.8% | 72.0% 75.0% | 91.9% 96.2% | 85.9% 89.7% | 76.5% 83.9%
ResNet50(8] 91.3% 93.9% | 68.8% 81.1% |59.9% 63.1% | 72.3% 75.0% | 87.3% 92.1% | 79.5% 89.1% | 80.7% 82.4%
DenseNet121[9]  93.6% 95.2% | 79.8% 82.1% | 64.0% 68.1% | 72.9% 75.9% |91.6% 96.4% |82.0% 89.1% | 80.0% 84.5%

DL models

z ProxylessNAS[4] 89.7% 94.1% | 78.3% 81.1% | 63.3% 68.6% | 71.5% 76.1% | 92.4% 96.4% | 84.6% 89.7% | 76.7% 84.3%
2 |MNASNet[23] 88.0% 93.4% | 70.4% 79.8% |63.2% 69.6%| 71.5% 75.0% |88.0% 96.2% | 78.8% 87.8% |80.17% 83.6%
g NASNet[28] 92.9% 94.9% | 77.6% 81.9% | 64.7% 68.6% | 71.0% 75.4% | 91.5% 96.0% |83.3% 90.4% |80.17% 84.5%
n |PNASNet[15] 93.1% 94.4% | 75.8% 80.8% |63.0% 69.1% | 72.8% 75.0% |93.3% 95.9% |82.7% 87.2% (80.12% 83.7%
<Zﬂ HardcoreNAS[17] 88.3% 92.5% | 71.5% 80.9% | 62.3% 68.7% | 72.0% 75.1% | 84.8% 96.3% | 79.5% 85.3% | 76.4% 83.1%
OFA[3] 92.2% 93.8% |66.4% 80.1% | 58.1% 67.2% | 72.2% 75.1% | 90.3% 93.4% |84.1% 89.3% | 77.2% 83.2%
MedNNSTy 93.6% 94.4% | 79.4% 81.8% | 64.5% 69.0% |75.5% 79.7%|94.8% 96.6%|86.5% 92.3%|82.4% 85.6%
MedNNSTs5 93.6% 96.2%|80.6% 82.1%| 64.5% 69.1% |76.2% 79.7%|95.8% 97.5%|87.2% 92.3%|83.0% 86.2%

MedNNST10 93.8% 96.2%|80.6% 82.4%|65.0% 69.2% |77.0% 79.7%|95.8% 97.5%|90.4% 92.3%|83.8% 86.2%

4 Results and Discussion

Table 1 demonstrates that our method achieves higher accuracy across all datasets
except for the Tissue dataset. Analyzing the selected models, we found a strong
correlation between the target dataset and the source dataset used for model
initialization, as indicated by the FID scores in Fig. 1. For instance, for the Or-
ganS dataset, most of the chosen models are initialized from source datasets such
as OrganC and OrganA, which exhibit a good alignment in feature distribution
with OrganS. This alignment facilitates feature reuse, which is the key to the
observed performance gains. In contrast, the Tissue dataset shows the highest
FID difference from the other datasets, indicating a distinct feature distribution
that undermines the benefit of reusing features from the meta-space datasets.
Moreover, our approach demonstrates remarkably fast convergence: the accuracy
at epoch 10 not only surpasses that of competing models at the same stage but,
in many cases, matches or even exceeds their final accuracy at epoch 100. This
rapid adaptation is a sign of effective feature reuse and it is valuable in medical
imaging applications, where data is often limited and efficient learning is crucial.

Meta-space Analysis. We analyze the structure of our created meta-space by
visualizing the dataset and model embeddings using t-SNE, as shown in Fig. 3.
The central plot reveals that models are clustered based on their performance on
datasets, with each group positioned near a corresponding dataset embedding.
Also, datasets with similar FID value such as OrganC and OrganA are found in
close proximity within the meta-space, validating the efficacy of using the FID
loss. To further explore the space, we zoom in on selected regions, as depicted in
the four side plots. These visualizations demonstrate a clear correlation between
proximity to the dataset embedding and model accuracy: as the distance from the
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Fig. 3. T-SNE visualization of dataset (query) and model embeddings in the meta-
space. The central plot shows the MedNNS meta-space. The zoomed-in side plots
provide a closer view of specific regions, illustrating the spatial arrangement of models,
colored according to their true accuracy, around their corresponding datasets.

Table 2. Comparison of MedNNS accuracy results using different loss combinations.

| BreastMNIST |PneumoniaMNIST
| TL T5 T0| T1 T5 TI10

89.8% 89.8% 91.7% |93.0% 94.4% 94.6%
88.5% 90.4% 91.0% |92.6% 93.1% 95.0%
88.5% 89.8% 90.4% |91.9% 93.2% 95.4%
89.7% 91.7% 91.7% | 94.4% 95.5% 95.5%
92.3% 92.3% 92.3%|94.4% 96.2% 96.2%

Rank FID Contrastive

e 00 o0 e
e e O @ O
o e @ 0 O

dataset embedding increases, the accuracy decreases. This finding underscores
the impact of the rank loss in effectively ordering models by performance.
Computational Cost. Constructing the Supernet-based model zoo requires
moderate resources, with each Supernetwork taking approximately three hours
to train on a single A100 GPU. However, this is a one-time, upfront investment.
Once the meta-space is built, the framework enables rapid model selection for
any new medical dataset by encoding only a few samples, a process that takes
about one second. Most importantly, MedNNS significantly reduces subsequent
training costs for any given target dataset. As shown in table 1, our approach
allows models to closely match or even surpass the final accuracy of compet-
ing methods trained for 100 epochs in as few as 10 epochs, demonstrating a
substantial acceleration in convergence.
Ablation. Table 2 shows the effect of different loss combinations on constructing
the meta-space. Single loss comparison reveals that the rank loss outperforms
both contrastive and FID losses. This is because the rank loss enforces the cor-
rect order of the models based on performance, while contrastive loss operates at
model-dataset pair level without model-to-model interaction. The model order-
ing attribute of the rank loss can be further observed in Fig. 3, where model-to-
model interaction leads to a continuous meta-space. Pairing losses yields better
performance, with the pairing of rank and FID losses delivering the best results.
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5 Conclusion

In this work, we introduce MedNNS, the first medical neural network search
framework, which simultaneously identifies the optimal architecture and its cor-
responding pretrained weights for a new dataset by querying a pre-constructed
meta-space. Our approach efficiently increases the number of models represented
in the meta-space by leveraging a Supernet-based model zoo, while refining the
alignment of embeddings by integrating inter-model and inter-dataset perfor-
mance information through rank and FID losses. This leads to enhanced per-
formance and faster convergence across various medical datasets. Despite these
advancements, the challenge of generalization persists, particularly when con-
fronted with datasets that exhibit significant dissimilarity to those within the
meta-learning space (e.g., TissueMNIST). In the future, we intend to incorporate
a more extensive and diverse array of medical datasets into our framework to
expand its coverage. Additionally, we plan to incorporate hardware constraints
as an additional dimension in the search process, with the ultimate goal of aug-
menting the overall applicability and versatility of MedNNS across a broader
spectrum of medical imaging scenarios.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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