
SMF-Net: Unlocking Multimodal Insights for
Enhanced Stroke Lesion Segmentation

Meklit Atlaw1, Geng Chen1(B), Haotian Jiang1, Xuyun Wen2, Hengfei Cui1,
and Yong Xia1

1 National Engineering Laboratory for Integrated Aero-Space-Ground-Ocean Big
Data Application Technology, School of Computer Science and Engineering,

Northwestern Polytechnical University, Xi’an, China
meklitmaki29@gmail.com, geng.chen@ieee.org, jianghaotian100@163.com,

hfcui@nwpu.edu.cn, yxia@nwpu.edu.cn
2 College of Artificial Intelligence, Nanjing University of Aeronautics and

Astronautics, Nanjing, China
wenxuyun@nuaa.edu.cn

Abstract. Stroke is a leading cause of death and disability world-
wide, necessitating accurate lesion segmentation for effective diagnosis
and treatment. Multimodal images provide complementary insights into
stroke detection and progression. However, existing segmentation meth-
ods often struggle to fully leverage the distinct and dynamic sensitivi-
ties of these modalities. Current approaches, including encoder-decoder
networks and SAM-based models, are either limited to single-modality
data or rely on suboptimal fusion techniques, hindering their ability to
adapt to the distinct nature of stroke lesions. To address these chal-
lenges, we propose SAM-driven Multimodal Fusion Network (SMF-Net)
for enhanced stroke lesion segmentation. SMF-Net incorporates a multi-
modal Siamese image encoder based on the Swin Transformer to extract
modality-specific features, alongside two novel fusion strategies: (1) Com-
plementary dynamic fusion module, which uses pairwise co-attention
and dynamic learnable weights to model interdependencies and adap-
tively combine multimodal features; and (2) Context-aware intermediate-
layer fusion module, a lightweight, multi-layer fusion mechanism that
captures multiscale features while preserving modality-specific informa-
tion. Extensive experiments on an open benchmark dataset demonstrate
that SMF-Net outperforms previous stroke lesion segmentation methods
through effective multimodal integration.
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1 Introduction

Stroke is a major neurological disorder, the second most common cause of death,
and the third leading cause of disability worldwide. Its rising prevalence results in
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millions of deaths annually, leaving many survivors with lasting impairments [3].
Accurate stroke lesion segmentation in medical imaging is crucial for assessing
lesion extent and severity, enabling timely clinical decisions to optimize treat-
ment. Various imaging modalities capture different aspects of stroke evolution
and location [11]. MRI techniques, such as Diffusion-Weighted Imaging (DWI),
Apparent Diffusion Coefficient (ADC), and Fluid-Attenuated Inversion Recovery
(FLAIR) provide critical insight into the progression and location of the lesion.
Although the use of multiple imaging modalities improves the accuracy of di-
agnosis and segmentation, the dynamic nature of brain tissue damage and the
varying imaging sensitivities require effective integration strategies for accurate
segmentation of stroke lesions.

Recent studies have explored various deep learning-based approaches for
stroke lesion segmentation, particularly using encoder-decoder networks [1, 2, 9,
13,16,17]. D-UNet [25] combines 2D and 3D features to capture complex lesion
patterns, while X-Net [14] focuses on capturing long-range dependencies to en-
hance segmentation accuracy. SAN-Net [21] is tailored for multi-site stroke lesion
segmentation, while W-Net [19] addresses fuzzy stroke boundaries to improve
precision. While these models have proven effective for single-modality data,
efforts to address multi-modal imaging have led to methods such as [5, 6, 15],
which attempt to integrate different modalities using image stacking or ba-
sic fusion techniques. More recently, the Segment Anything Model (SAM) [8]
has inspired a wave of universal segmentation models, including MedSAM [12],
Mobile-SAM [22], and EfficientSAM [20], which have shown promise in various
medical imaging tasks.

Despite the advancements, these methods face significant challenges in stroke
lesion segmentation. Most approaches are primarily single-modality focused, lim-
iting their ability to capture the complementary information offered by different
imaging techniques. When it comes to multimodal strategies, existing methods
often rely on basic fusion techniques, such as stacking images from different
modalities or using simple sub-networks for modality fusion. These methods of-
ten overlook the distinct sensitivities of each modality, leading to suboptimal
utilization of modality-specific features and an inability to adapt to their chang-
ing relevance during stroke progression. Furthermore, SAM-based models and
their adaptations, while effective in other tasks, are not yet optimized for the
unique intensity patterns and lesion characteristics specific to stroke. In addi-
tion, these models are not tailored for multimodal integration, an essential aspect
of accurate stroke diagnosis and clinical decision making. Therefore, addressing
these gaps is crucial to improving stroke lesion segmentation.

To this end, we propose SAM-driven Multimodal Fusion Network (SMF-
Net), a SAM-based framework leveraging Siamese networks and optimized fu-
sion strategies to overcome challenges in multimodal stroke lesion segmentation.
Particularly, we first use a multimodal Siamese image encoder based on the
Swin Transformer to extract distinct features from each modality. We then in-
troduce the Complementary Dynamic Fusion (CDF) with pairwise co-attention
that models pairwise relationships between the modalities, capturing interdepen-
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Fig. 1. An overview of the proposed SMF-Net and its components, CDF and CIF.

dencies and enhancing feature representation, and dynamic learnable fusion that
combines features from all modalities, adapting based on learned weights to op-
timize integration. Finally, we introduce Intermediate-Layer Contextual Fusion
(CIF), a lightweight, multi-layer attention-based fusion strategy that captures
features at multiple scales while preserving modality-specific information. CIF
integrates features through skip connections between the encoder and decoder,
enhancing the integration of multiscale features. Extensive experiments on open
benchmark dataset demonstrate that SMF-Net improves multimodal stroke le-
sion segmentation by effectively integrating modality-specific information, out-
performing previous methods.

2 Methodology

In this section, we first provide a comprehensive overview of SMF-Net in sub-
section 2.1. We then present a detailed explanation of its core components in
subsections 2.2 and 2.3, outlining their structure and functional contributions.
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2.1 Network Architecture

The overview of SMF-Net is shown in Fig. 1. Given input image modalities
Ii ∈ Rh×w×c, where h,w and c denote the height, width, and channel dimensions
of the image and i denote different modalities, the multimodal Siamese encoder,
based on a modified Swin Transformer [4], extracts modality-specific features.
Using shared weights across modalities, the encoder ensures consistent feature
extraction while maintaining computational efficiency. For each layer l, the en-
coder generates modality-specific feature maps F

(l)
i ∈ Rhl×wl×cl , where hl, wl,

and cl denote the spatial height, width, and channel dimensions of the feature
in that layer. The CDF module simultaneously models the cross-modal rela-
tionships between modalities, refines, and fuse feature representations extracted
from the final layer of the encoder. First, the CDF module captures the inter-
actions between modality-specific features through pairwise co-attention, facili-
tating the integration of complementary information while preserving modality-
specific characteristics. Then, adaptive weighting dynamically refines and fuses
representations, ensuring that the most relevant modality contributions are em-
phasized while suppressing less informative features. Finally, the resulting fea-
tures are concatenated and passed through a convolution operation to produce a
unified encoded feature representation F

(l)
CDF ∈ Rhl×wl×cl . To preserve multiscale

information, the CIF module dynamically fuses features from each intermediate
layer of the encoder. This strategy captures modality-specific information in mul-
tiple layers, producing a fused representation F

(l)
CIF ∈ Rhl×wl×cl in each layer.

These fused multilayer features are then used as skip connections, enabling better
multiscale feature propagation between the encoder and decoder. Skip connec-
tions are formed by concatenating the deeper F (l)

CIF outputs for early upsampling,
while the shallowest output is integrated later to refine spatial details. At the
final scale, the F

(l)
CDF module fuses features and serves as a deep skip connection

by providing a global image embedding to the decoder. The final segmentation
output is generated by processing these fused features (i.e., F

(l)
CDF and F

(l)
CIF)

through a SAM mask decoder [8]. In addition, a prompt mechanism is kept the
same as [4] to further refine the segmentation results.

2.2 Complementary Dynamic Fusion Module

To effectively model modality relationships while preserving modality-specific
characteristics, we use a multimodal Siamese image encoder with shared weights,
ensuring consistent feature extraction. The final-layer features Fi that con-
tain deeper features are processed and fused by the CDF module, which inte-
grates complementary information among modalities. CDF consists of pairwise
co-attention to model interactions and dynamic learnable fusion to adaptively
combine co-attended features. Inspired by [10], we apply co-attention to model
modality interactions, enabling the network to capture modality relationships
and dynamically emphasize complementary features.
Pairwise co-attention. Given two modality-specific feature maps Fi ∈ Rh×w×c

and Fj ∈ Rh×w×c, extracted from the final layer of the encoder, the co-attention
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mechanism captures pairwise modality relationships. In particular, we first flat-
ten the feature maps Fi and Fj . Then, Fi is projected using a learnable weight
matrix W . The co-attention mechanism computes the attention matrix S by
evaluating the pairwise interaction between Fi and Fj as:

S = F⊤
i WFj , (1)

where W ∈ Rc×c is a learned weight matrix, and Fi, Fj ∈ Rc×hw are the flattened
feature maps of modalities i and j, respectively. We then compute the softmax
along both the column and row dimensions of S, resulting in attention weights:

Sc = softmax(S, dim = 1), Sr = softmax(S, dim = 2), (2)

where Sc and Sr represent the column and row-wise attention weights, respec-
tively. Using these attention maps, we generate co-attended feature representa-
tions by applying attention-weighted matrix multiplication:

Zi = FjSc, Zj = FiS
⊤
r , (3)

where Zi and Zj are the refined co-attended feature maps. Pairwise co-attention
emphasizes informative regions across modalities, enhancing shared feature rep-
resentation.
Dynamic Learnable Fusion. To integrate complementary information from
multiple modalities, we introduce a dynamic learnable fusion mechanism that
adaptively assigns spatial attention weights to the original and co-attended fea-
tures via element-wise multiplication, producing the refined modality-specific
feature Z̃i as:

Sα, Sλ, Sγ = softmax(Conv(Concat(Fi, Zi, Zj)), (4)

Z̃i = Sα ◦ Fi + Sλ ◦ Zi + Sγ ◦ Zj , (5)

where Concat(·) represents a concatenation operation followed by a convolution
operation Conv(·) with kernel size 1 and softmax function. The weights Sα , Sλ,
and Sγ represent the learned importance of Fi, Zi and Zj , respectively. Once
modality-specific features are refined, the final multimodal feature representation
F̃ is calculated as:

F̃ = Conv(Concat(Z̃i, Z̃j , Z̃k)), (6)

where Z̃i, Z̃j , and Z̃k denote the refined modality-specific feature corresponding
to different imaging modalities.

2.3 Context-aware Intermediate-layer Fusion Module

We integrate multimodal features across layers using the CIF module, acknowl-
edging the importance of multilayer fusion as highlighted in [23, 24]. Modality-
specific features from the intermediate layer undergo lightweight fusion followed
by attention-based refinement. Given intermediate-layer modality features F (l),
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we concatenate them along the channel dimension and apply a convolution block
to learn a weighted combination F

(l)
m . We further apply sequential channel and

spatial attention, following [18], which employs lightweight attention for adap-
tive refinement. Channel attention assigns modality-wise weights and refines
F

(l)
m , yielding channel-refined feature map F

(l)
ch via element-wise multiplication,

as:
F

(l)
ch = Fch(F

(l)
m ) ◦ F (l)

m , (7)

where Fch(·) denotes channel attention. Fch(·) comprises of adaptive average
pooling, two convolution operations with kernel size 1 and ReLU activation in
between, and a final sigmoid function. To capture spatially significant features,
we apply spatial attention. F (l)

ch undergoes average and max pooling, followed by
concatenation and convolution operation with kernel size 7 yielding the spatial
attention map. This map refines F

(l)
ch , producing layerwise multimodal feature

representation F̃ (l) via element-wise multiplication, as:

F̃ (l) = Fsp(F
(l)
ch ) ◦ F (l)

ch , (8)

where Fsp(·) represents spatial attention refinement. After modality-specific fu-
sion at each layer, the fused features propagate through skip connections, pre-
serving high-resolution details while deeper layers retain contextual information.

3 Experiments

3.1 Dataset

We evaluate SMF-Net on the Ischemic Stroke Lesion Segmentation (ISLES)
2022 dataset [7]. This dataset consists of 250 multimodal and multicenter MRI
modalities for the segmentation of acute to subacute stroke lesions. Each scan
includes DWI, ADC, and FLAIR sequences.

3.2 Implementation Details

Proper alignment between modalities is crucial in multimodal learning, and since
FLAIR images were misaligned with DWI and ADC, we applied image registra-
tion to ensure alignment. Voxel dimensions were standardized to 2× 2× 2mm3,
and images were resized to 256 × 256 pixels using cropping and padding. We
followed the preprocessing pipeline in [12]. Then, we included a margin of three
axial slices before and after the lesion to provide additional context and ensure a
balanced distribution of training samples. DWI consistently yielded the highest
segmentation performance and was selected as our baseline modality due to its
clinical relevance in acute stroke detection. The dataset was split 80%-20% for
training and testing. Training was conducted on an NVIDIA GeForce RTX 3090
(24GB RAM) with a batch size of 4 for 70 epochs. We employed the AdamW
optimizer with an initial learning rate of 1× 10−4, adjusted via the ReducedL-
ROnPlateau scheduler. We use dice loss to optimize spatial overlap, focal loss to
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Fig. 2. Comparison of SMF-Net with previous medical image segmentation methods
on the ISLES 2022 dataset.

Table 1. Ablation study results evaluating the effectiveness of different components
in the SMF-Net and evaluating the contribution of different modalities.

Modality Fusion Evaluation Performance

ADC FLAIR DWI CDF DLF CIF DSC NSD Rec. Prec.

3 7 7 7 7 7 42.2 46.7 50.0 43.0
7 3 7 7 7 7 48.2 56.1 50.9 52.7
7 7 3 7 7 7 62.2 73.6 59.8 71.3
3 3 3 3 7 7 66.0 77.7 60.4 75.3
3 3 3 3 7 3 67.2 80.5 67.7 74.0
3 3 3 3 3 7 67.3 79.6 65.2 72.7
3 3 3 3 3 3 67.6 81.4 68.0 76.3

handle class imbalance by focusing on hard examples, and MSE loss to supervise
the IoU prediction head. We followed the data augmentation strategy in [4], ad-
ditionally we applied random affine transformations, including rotations (±90◦),
scaling (0.8–1.2), and translations (±10 pixels) with 50% probability. The net-
work performance was evaluated using widely used metrics: Dice Score (DSC),
Dice(NSD), Recall, and Precision.

3.3 Quantitative and Qualitative Results

To assess the performance of SMF-Net, we compared it with widely adopted seg-
mentation approaches. These include Swin-Unet [1], MedSAM [12], and Swin-
LightMedSAM [4]. The results are shown in Fig. 2. SMF-Net demonstrates
superior performance among SAM-based methods, achieving the highest DSC
(67.6%), outperforming both MedSAM (DSC: 61.9%) and Swin-LightMedSAM
(DSC: 62.2%). Furthermore, SMF-Net achieves a significantly greater perfor-
mance gain over SwinUnet. A paired t-test between SMF-Net and the baseline
on DSC scores confirms the improvement is statistically significant (p < 0.005).
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DWI Ground Truth MedSAM Swin-LightMedSAM SMF-Net

Fig. 3. Qualitative results of stroke segmentation on ISLES 2022 datasets, with the
corresponding lesion area in red.

Furthermore, the qualitative assessment of the SMF-Net and SAM-based meth-
ods on ISLES 2022 is visually presented in Fig. 3. Swin-LightMedSAM shows
improved performance over MedSAM but still leaves some gaps in the segment-
ing lesion regions. However, SMF-Net enhances lesion segmentation by reducing
missing regions compared to other methods.

3.4 Ablation Study

we conducted an ablation study to evaluate the contribution of modalities and
fusion strategies in SMF-Net. In Table 1, we summarize the ablation study re-
sults that assess the contribution of each imaging modality (ADC, FLAIR, DWI)
and the fusion strategies (CDF, Dynamic Learnable Fusion (DLF), and CIF) in
SMF-Net. Among the single-modality experiments, using DWI achieves the high-
est performance (DSC: 62.2%, NSD: 73.6%), likely because of its high sensitivity
to ischemic regions. In contrast, using ADC produces the lowest scores (DSC:
42.2%, NSD: 46.7%) due to limited contrast, while using FLAIR falls in be-
tween (DSC: 48.2%, NSD: 56.1%), highlighting its complementary role in stroke
imaging. Building on the DWI baseline, introducing the CDF module yields a
+3.8% increase in DSC and a +4.1% increase in NSD, emphasizing the benefits
of multimodal fusion based on cross-modal interactions. Adding the CIF module
further boosts performance by enabling multiscale feature fusion, whereas the
DLF refines feature integration but does not replace CIFs benefits. The SMF-
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Net, integrating CDF, CIF, and DLF achieves the best overall performance in
all evaluation metrics. These improvements underscore the importance of lever-
aging multimodal data and complementary fusion strategies for accurate stroke
lesion segmentation.

4 Conclusion

In this work, we proposed SMF-Net, a multimodal stroke lesion segmentation
framework that effectively integrates complementary information from multiple
modalities. The model utilizes a multimodal Siamese image encoder for modality-
specific feature extraction while maintaining computational efficiency. We in-
troduced CDF with pairwise co-attention to enhance cross-modal interactions,
dynamic learnable fusion for adaptive weighted fusion, and CIF to capture multi-
scale information. Each component of SMF-Net was evaluated, demonstrating its
contribution to the overall performance. Experimental results show that SMF-
Net outperforms existing methods, emphasizing the importance of structured
multimodal feature integration in stroke lesion segmentation.
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