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Abstract. Metal artifacts, caused by high-density metallic implants
in computed tomography (CT) imaging, severely degrade image qual-
ity, complicating diagnosis and treatment planning. While existing deep
learning algorithms have achieved notable success in Metal Artifact Re-
duction (MAR), they often struggle to suppress artifacts while preserv-
ing structural details. To address this challenge, we propose FIND-Net
(Fourier-Integrated Network with Dictionary Kernels), a novel MAR
framework that integrates frequency and spatial domain processing to
achieve superior artifact suppression and structural preservation. FIND-
Net incorporates Fast Fourier Convolution (FFC) layers and trainable
Gaussian filtering, treating MAR as a hybrid task operating in both
spatial and frequency domains. This approach enhances global contex-
tual understanding and frequency selectivity, effectively reducing arti-
facts while maintaining anatomical structures. Experiments on synthetic
datasets show that FIND-Net achieves statistically significant improve-
ments over state-of-the-art MAR methods, with a 3.07% MAE reduc-
tion, 0.18% SSIM increase, and 0.90% PSNR improvement, confirming
robustness across varying artifact complexities. Furthermore, evaluations
on real-world clinical CT scans confirm FIND-Net’s ability to minimize
modifications to clean anatomical regions while effectively suppressing
metal-induced distortions. These findings highlight FIND-Net’s potential
for advancing MAR performance, offering superior structural preserva-
tion and improved clinical applicability. Code is available at this link *.
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1 Introduction

Computed tomography (CT) plays a crucial role in non-invasive diagnostics;
however, metallic implants introduce severe artifacts, such as streaks and star-
shaped distortions, arising from beam hardening, photon starvation, and scatter-
ing [1,2,3]. These artifacts obscure anatomical structures and degrade accuracy.

Traditional metal artifact reduction (MAR) methods, such as linear interpo-
lation (LI), are computationally efficient but often introduce secondary artifacts,
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compromising structural fidelity [3,4]. Deep learning-based MAR approaches,
particularly convolutional neural networks (CNNs), have demonstrated superior
artifact suppression [2,5,6,7]. However, their limited receptive fields hinder the
effective handling of large-scale, globally distributed distortions. The inability to
effectively capture long-range dependencies in both image and sinogram domains
remains a critical limitation in CNN methods [8].

CNNs predominantly rely on small-kernel convolutions (e.g., 3 x 3 in ResNet),
which emphasize local features, making global artifact suppression challenging
[8,9]. Sinogram-domain processing, while aiming to adhere to imaging system
constraints, often introduces secondary distortions or localized oversmoothing.
Conversely, image reconstruction from metal-corrupted sinograms propagates
metal-induced artifacts throughout the image, leading to globally distributed
distortions [6]. Frequency-domain techniques offer a promising avenue for global
feature extraction [9]; however, their integration with deep learning remains
limited, as most MAR methods primarily operate in the spatial domain and
struggle with long-range dependencies.

To address these challenges, we propose FIND-Net (Fourier-Integrated Net-
work with Dictionary Kernels), a novel MAR model that integrates Fast Fourier
Convolution (FFC) with trainable Gaussian filtering for improved artifact sup-
pression. By incorporating both spatial and frequency-domain processing, FIND-
Net captures long-range dependencies while preserving structural details, reduc-
ing metal-induced distortions without oversmoothing anatomical structures.

2 Methodology

Problem Formulation FIND-Net extends the convolutional dictionary model
from DICDNet [7], which decomposes a metal-corrupted CT image Y into an
artifact-free component X and an artifact term A:

IOY=I0oX+I0A, (1)

where I is a non-metal mask, and ® denotes point-wise multiplication. The
artifact term is modeled as:

N
A=Y K,oM, )

n=1
Here, K = [K, ..., K] are dictionary kernels capturing metal artifact pat-
terns, and M = [M,..., M y]| are the corresponding feature maps. The oper-

ator ® represents a 2D convolution. This decomposition encodes metal artifact
structures using localized patterns and spatial priors, facilitating interpretabil-
ity in MAR [7]. However, estimating both M and X is inherently ill-posed,
requiring an optimization framework to ensure stability and effective MAR.
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Optimization Framework: Combining Equations 1 and 2, we can reformu-
late MAR as an inverse problem requiring constraints for stable optimization.
However, the problem is ill-posed due to non-uniqueness, instability, and an un-
derdetermined nature, requiring additional constraints for a meaningful solution.
To address this, DICDNet [7] introduce a regularized optimization framework:

Lni?(HI@(Y—X—A)H2F+)\1P1(M)+)\2P2(X), (3)

where P;(M) and P»(X) are prior terms that constrain M and X to regularize
the solution and address ill-posedness. The parameters A\; and Ao are weighting
factors that control the influence of the regularization terms on the optimization
process. The iterative updates are formulated as:

M) = proxy, ,, (M(S*” —mK " (I@ (A(S*” + XY - Y))) G

X = proxy,,, ((1=m0) © XCD 4T 0 (¥ - AY)), (5)

where A®) = K ® M), The proximal operators ensure stability while enforcing
constraints. As in DICDNet [7], X(©) is initialized using LI to provide a reason-
able starting point for iterative refinement. DICDNet [7] employs ResNet [10] as
a proximal operator to iteratively refine both the estimated metal artifact com-
ponent (M) and the reconstructed image (X). Specifically, ResNet is utilized to
model the proximal mapping, which helps in projecting the estimated variables
onto a more structured solution space, thereby mitigating the effects of noise
and artifacts. The effectiveness of CNN-based proximal networks in preserving
structural consistency has been further demonstrated by Fu et al. [11], high-
lighting their ability to enforce domain-specific priors and enhance reconstruc-
tion fidelity. This choice is particularly beneficial for MAR tasks, as CNN-based
architectures leverage spatial correlations and hierarchical feature extraction to
improve artifact suppression while maintaining image details.

FIND-Net extends this approach by integrating frequency-based processing
within the iterative framework. Instead of solely relying on spatial domain learn-
ing, FIND-Net incorporates frequency-domain priors to refine the artifact esti-
mation and enhance image reconstruction. This hybrid approach allows FIND-
Net to capture both local spatial patterns and global frequency characteristics.

Network Architecture As illustrated in Figure 1 2, FIND-Net operates itera-
tively: M-Net estimates metal artifacts using frequency-enhanced features, while
X-Net, progressively refines reconstructions by filtering residual artifacts in both
spatial and frequency domains. Both networks leverage ResNets for feature ex-
traction. To enhance MAR beyond local feature extraction, FIND-Net replaces
standard convolutions in proxNet’s ResBlocks with Fast Fourier Convolution

2 Code is available at https://github.com/Farid-Tasharofi/FIND-Net
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(FFC) [9], enabling joint spatial and frequency-domain processing. FFC parti-
tions input channels into a Local Branch for spatial convolutions and a Global
Branch that applies FFT-based spectral transformations, with cross-branch in-
teraction improving feature transfer. The Global Branch employs Fourier Units
(FU) and Local Fourier Units (LFU) to capture long-range dependencies while
preserving local textures.
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Fig. 1. FIND-Net operates in iterative stages: M-Net estimates metal artifacts, while
X-Net refines reconstructions. Each stage employs Frequency Enhanced ResNet (FE-
ResNet) with Frequency Enhanced ResBlocks (FE-ResBlocks), integrating GFFC, a
modified Fast Fourier Convolution (FFC) with trainable Gaussian filtering. GFFC
splits channels into Local and Global Branches using . The Spectral Transform mod-
ule (LFU, FU) applies Fourier Transform (FFT), Gaussian filtering, and Inverse FFT
(IFFT) for frequency enhancement. Symbols: ® (Convolution), ®” (Transposed Con-
volution), @ (Element-wise sum), ® (Pointwise Multiplication), BN (Batch Norm).

To improve frequency adaptability, trainable Gaussian filtering in the Global
Branch dynamically adjusts mean and variance during training, selectively en-
hancing important frequencies while suppressing irrelevant ones. Unlike FFC’s
uniform frequency mapping [9], this adaptive mechanism applies Gaussian fil-
tering before a 1 x 1 convolution in FU and LFU, ensuring robust suppression
while preserving anatomical details. The standard FU transformation is:

X FVour — F=1(ReLU(BN(Conv; 1 (F(X))))).



FIND-Net — Fourier-Integrated Network with Dictionary Kernels for MAR 5

FIND-Net extends this with trainable Gaussian filtering:

X FUout — ]-'_1(ReLU(BN(Conlel(GU,C(u,v) - F(X))))),

D22
D-o+e

2
where Gy c(u,v) = exp (—( ) ), with D as the normalized frequency

distance. Learnable ¢ and ¢ dynamically control filter bandwidth and center
frequency, enabling flexible adaptation to varying artifact patterns.
Channel allocation to the Global Branch increases across stages to balance

spatial and spectral learning, starting from ai(s) = agi)t = 0.0 in the initial
stage and reaching 0.8 in later stages. Early stages emphasize spatial processing,
mid-stages incorporate frequency components, and later stages focus on global

feature extraction for optimal artifact suppression.

Training Loss: Training employs a multi-term loss at each stage s to both the
restored CT image X® and the extracted artifact A®):

S
L= wI HXfX(S)
;w O} 1

S

2

LT Y wdoe HX -X®
s=0

: (6)

S
+32 3w I o HYfX - A
s=1

where I is the non-metal mask, and w,s denotes stage-wise weighting. The first
term penalizes the Frobenius norm to minimize reconstruction error, while the
second and third terms, based on the L; norm, encourage sparsity and enforce
consistency between the artifact-free and reconstructed images [7].

3 Experiments and Results

3.1 Datasets and Experimental Settings

Dataset: We utilize the AAPM CT-MAR Grand Challenge dataset [12,13], gen-
erated with XCIST [14] using NIH DeepLesion (lung, abdomen, liver, pelvis) [15]
and UCLH Stroke EIT (head) [16], combined with synthetic metal objects. The
dataset comprises metal-corrupted and artifact-free CT images, corresponding
sinograms, and metal masks, each with a shape of 512 x 512 pixels. For train-
ing, 5500 cases were selected (1300 head, 4200 body), with 700 cases each for
validation and testing (200 head, 500 body). Realistic metal artifacts were in-
troduced via quantum noise, beam hardening, and scattered radiation. A final
evaluation set of 29 cases includes sinograms and metal-corrupted reconstruc-
tions but no ground truth, mirroring real-world clinical constraints. This work
used the AAPM CT-MAR Grand Challenge datasets [12,13]. The AAPM CT-
MAR Grand Challenge datasets were generated with the open-source CT simu-
lation environment XCIST [14], using a hybrid data simulation framework that
combines publicly available clinical images [15,16] and virtual metal objects.
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Experimental Setup and Training Configuration: The models were im-
plemented in PyTorch and trained on an NVIDIA A100 GPU (80 GB HBM?2)
for up to 200 epochs with a batch size of 6. Early stopping was applied based on
validation loss. All models trained on the same dataset. DICDNet and FIND-Net
were following the configuration set by DICDNet [7], with 10 stages, AdamW
(81 = 0.9, B2 = 0.999), a learning rate of 1 x 10~%, and weight decay of 1 x 107°.
A linear warmup with cosine annealing was used for learning rate adaptation.

3.2 Performance Evaluation

Quantitative Results: We compare FIND-Net against DICDNet, OSCNet,
and OSCNet+. OSCNet adds rotation-aware convolutions to DICDNet, while
OSCNet+ introduces dynamic convolutions for varying artifact patterns [2]. Ta-
ble 1 presents synthetic test results across all test cases, showing FIND-Net
outperforms all methods in Mean Absolute Error (MAE), Structural Similarity
Index (SSIM), and Peak Signal-to-Noise Ratio (PSNR). All deep learning models
outperform the traditional LI method. OSCNet variants underperform DICD-
Net, indicating limited generalization of their rotational symmetry encoding.

Table 1. Performance comparison of different MAR approaches in terms of
MAE|/SSIM1/PSNR? across varying metal sizes.

Methods Large Metal — Small Metal Average

LI 35.5/0.866/35.9 | 29.6/0.899/38.1 | 23.4/0.929/39.9 | 26.6/0.913/38.9
DICDNet 23.9/0.918/38.7 | 21.1/0.941/41.2 | 15.6/0.962/43.8 | 18.3/0.951/42.4
OSCNet 23.2/0.920/39.0 | 21.9/0.938/40.4 | 16.2/0.959/42.9 | 18.8/0.948/41.7
OSCNet+ 23.5/0.918/39.0 | 21.9/0.938/40.8 | 16.2/0.959/43.2 | 18.8/0.948/42.0
FIND-Net(No-GF)| 24.0/0.917/38.7 | 21.0/0.941/41.3 | 15.5/0.962/43.8 | 18.2/0.951/42.5
FIND-Net 22.9/0.925/39.2(20.9/0.942/41.4(15.2/0.963,/44.3(17.9/0.952/42.8

We further evaluate FIND-Net’s performance in terms of percentage im-
provement over the baseline model, DICDNet, as well as OSCNet, OSCNet-+,
and FIND-Net (No-GF) (FIND-Net without Gaussian Filtering). As illustrated
in Figure 2, FIND-Net consistently achieves performance gains, with a 3.07%
reduction in MAE, a 0.18% increase in SSIM, and a 0.90% improvement in
PSNR compared to DICDNet. The annotated 95% confidence intervals confirm
the statistical significance of these improvements. The boxplots further high-
light FIND-Net’s robust performance, with the zoomed-in views emphasizing
the contribution of Gaussian Filtering in enhancing frequency-domain learning.
Notably, the reduction in MAE indicates superior artifact suppression, reinforc-
ing FIND-Net’s effectiveness in metal artifact reduction.

Computational Complexity: FIND-Net reduces computational complexity
by approximately 16% (334.45 GFLOPs — 279.55 GFLOPs) by leveraging FFT-
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Fig. 2. Boxplot comparison of MAE, SSIM, and PSNR improvements (%) across MAR
models, relative to DICDNet. Overall distributions are shown, with zoomed-in views
highlighting FIND-Net and FIND-Net without Gaussian filtering (FIND-Net (No-GF)).
Mean, median, and 95% confidence intervals (*) are annotated. A zero-baseline corre-
sponds to DICDNet, and negative values indicate worse performance relative to it.

based optimizations. However, inference time increases from 0.15s to 1.07s per
image due to the overhead of frequency-domain transformations.

Qualitative Results Figure 3 compares FIND-Net to other models on a syn-
thetic test case. While LI partially suppresses streaks, DICDNet improves ar-
tifact reduction, particularly in the right-arrow region, outperforming OSCNet
variants. FIND-Net further refines reconstruction, as Gaussian filtering elimi-
nates low-contrast artifacts persisting in other models. The left-arrow region
highlights FIND-Net’s ability to enhance edge sharpness and reduce excessive
smoothing, preserving anatomical boundaries. This ensures superior preservation
and artifact suppression in both high- and low-contrast areas.

Figure 4 shows results on a real-world CT scan from our 29-image dataset,
where no artifact-free reference is available. While FIND-Net and DICDNet re-
duce artifacts, DICDNet and OSCNet variants introduce excessive smoothing in
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Input Ground Truth _ Input i LI DICDNet

Fig. 3. Qualitative comparison of MAR results on a metal-corrupted synthetic CT
image. The highlighted ROIs demonstrate FIND-Net’s superior artifact suppression,
particularly in fine streak removal and edge preservation, compared to other methods.
The red mask highlights metal mask. (No-GF stands for no Gaussian filtering)

non-corrupted regions. The blue region analysis confirms FIND-Net’s superior
preservation, achieving the lowest MAE and highest SSIM and PSNR.

To evaluate the impact on clean anatomical regions, we analyzed artifact-free
patches from seven images. An ideal MAR method should leave these patches
unchanged. OSCNet, OSCNet+, and DICDNet perform similarly (MAE = 0.007,
SSIM = 0.94, PSNR =~ 40.4), while FIND-Net without Gaussian filtering better
preserves structures (MAE 0.006, SSIM 0.96, PSNR 41.81). FIND-Net outper-
forms all models, achieving the best scores (MAE 0.005, SSIM 0.97, PSNR 43.23)
and demonstrating robust suppression with minimal unintended modifications.

Input OSCNet+ DICDNet FIND-Net(No-GF)(ours) FIND-Net (Ours)

T P! L et e
MAE / SSIM/PSNR | 0.013/0.88/35.60 | 0.012/0.88735.84 | 0.01070.83/37.91 | 0.009/0.95/38.57

Fig. 4. Qualitative comparison of MAR methods on a real-world CT scan (no ground
truth available). The red mask highlights segmented metal. The blue region (artifact-
free in the input) is evaluated for structural preservation.
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4 Conclusion

This paper introduces FIND-Net, a deep learning-based MAR framework inte-
grating FFC and trainable Gaussian filtering for enhanced artifact suppression.
By combining spatial and frequency-domain processing, FIND-Net outperforms
existing MAR methods, achieving a statistically significant 3.07% MAE reduc-
tion, 0.18% SSIM increase, and 0.90% PSNR improvement over DICDNet. Com-
prehensive experiments confirm FIND-Net’s robustness across varying artifact
complexities, demonstrating superior suppression of streak artifacts while pre-
serving anatomical structures. Despite an increased inference time (1.07s per
image) due to frequency-domain operations, FIND-Net reduces computational
complexity and sets a new benchmark for MAR performance.
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