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Abstract. In ophthalmic surgery, developing an Al system capable of
interpreting surgical videos and predicting subsequent operations re-
quires numerous ophthalmic surgical videos with high-quality annota-
tions, which are difficult to collect due to privacy concerns and labor
consumption. Text-guided video generation (T2V) emerges as a promis-
ing solution to overcome this issue by generating ophthalmic surgical
videos based on surgeon instructions. In this paper, we present Ophora,
a pioneering model that can generate ophthalmic surgical videos follow-
ing natural language instructions. To construct Ophora, we first pro-
pose a Comprehensive Data Curation pipeline to convert narrative oph-
thalmic surgical videos into a large-scale, high-quality dataset compris-
ing over 160K video-instruction pairs, Ophora-160K. Then, we propose
a Progressive Video-Instruction Tuning scheme to transfer rich spatial-
temporal knowledge from a T2V model pre-trained on natural video-
text datasets for privacy-preserved ophthalmic surgical video generation
based on Ophora-160K. Experiments on video quality evaluation via
quantitative analysis and ophthalmologist feedback demonstrate that
Ophora can generate realistic and reliable ophthalmic surgical videos
based on surgeon instructions. We also validate the capability of Ophora
for empowering downstream tasks of ophthalmic surgical workflow un-
derstanding. Code is available at https://github.com/mar-cry/Ophora.
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1 Introduction

In ophthalmic surgery, surgical scenes are often recorded as videos [23]. AT sys-
tems capable of interpreting ophthalmic surgical videos and predicting subse-
quent operations hold the potential to improve procedural performance and re-
duce postoperative infections, especially when integrated with surgical robotics
[25,2,3,7]. However, developing such systems requires numerous surgical videos
with high-quality annotations, which are difficult to acquire due to privacy con-
cerns [20] and labor consumption [15]. To overcome this issue, generating surgical
videos based on surgeon requirements emerges as a promising solution.

Text-guided video generation (T2V) [19,27] provides a feasible method for
generating ophthalmic surgical videos from natural language instructions. Cur-
rent T2V work relies on surgical phase labels [4,14], which typically lack detailed
descriptions for accurate surgical video generation. As a result, these models
struggle to capture fine-grained actions and intricate interactions between instru-
ments and anatomical structures [16]. Additionally, existing T2V research has
also explored utilizing pre-trained Text-to-Image models with temporal mixing
layers [17,22], which capture spatial and temporal correspondences separately.
However, this approach fails to holistically consider the complex spatial-temporal
relationships inherent in surgical videos, leading to frame inconsistency [27].

To address the first challenge, our primary motivation is to curate a large-
scale, high-quality collection of surgical video-text pairs. Inspired by the prop-
erties of open-source narrative surgical videos [12,28], which provide detailed
descriptions, including surgical phases, instruments, and medications from pro-
fessional surgeons, we aim to collect similar videos from the internet and convert
them into video-text pairs. To address the second challenge, we focus on directly
modeling spatial-temporal correspondence for improved frame consistency. In-
spired by the success of transfer learning [29] and acknowledging the significant
scale gap between natural and surgical videos [28], we propose to transfer the
spatial-temporal knowledge from a T2V model pre-trained on large-scale nat-
ural video-text datasets to guide the generation of surgical videos. During the
transfer learning process, we also address the challenge of privacy preservation
by ensuring that the generated videos exclude sensitive visual content, such as
subtitles and watermarks, that are unrelated to the surgical process.

In this paper, we propose a novel text-guided ophthalmic surgical video gen-
eration model, named Ophora, that can generate realistic and reliable ophthalmic
videos following natural language instructions. To achieve this, we first propose
a comprehensive data curation pipeline to construct a large-scale, high-quality
video-instruction dataset, Ophora-160K, which includes over 160K video clips
paired with generation instructions. The pipeline involves eliminating irrelevant
narrative information and filtering clips with extreme dynamics. Next, we pro-
pose a progressive video-instruction tuning approach to develop Ophora from a
T2V model that learns spatial-temporal knowledge from natural videos. Specifi-
cally, we conduct transfer pre-training on this T2V model to transfer its knowl-
edge for ophthalmic video generation using Ophora-160K. Then, we fine-tune the
model on clips without sensitive information for preserving privacy. We conduct
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Fig. 1. Illustration of proposed Ophora that can generate ophthalmic surgical videos
from instructions. Specifically, we propose a Comprehensive Data Curation pipeline
to construct a large-scale, high-quality video-instruction dataset, Ophora-160K, from
narrative videos (Sec. 2.1). We introduce a T2V model pre-trained on natural video-
text pairs (Sec. 2.2) and leverage Progressive Video-Instruction Tuning to transfer
spatial-temporal knowledge from the pre-trained model for ophthalmic video generation
while preserving privacy using Ophora-160K (Sec. 2.3). We evaluate the capabilities of
Ophora by assessing synthesized video quality and downstream performance.

experiments to evaluate Ophora by assessing quality of synthesized videos and
potential for downstream ophthalmic surgical workflow understanding task [11].

2 Method

In this section, we first construct a large-scale, high-quality video-text dataset
from narrative videos (Sec. 2.1). Then, we introduce a text-guided video gener-
ation (T2V) model pre-trained on natural video-text datasets as the generator
backbone (Sec. 2.2) and apply the proposed Progressive Video-Instruction Tun-
ing to transfer the spatial-temporal knowledge for ophthalmic video generation
while preserving privacy (Sec. 2.3). Fig. 1 illustrates the overall framework.

2.1 Comprehensive Data Curation

OphVL [12] collects large-scale ophthalmic surgical narrative videos from the
Internet and converts them into video clip-caption pairs. However, these cap-
tions contain redundant narrative information, e.g., educational content, that
indirectly corresponds to the visual content and affects the instruction-following
capabilities of a T2V model [16]. Besides, these videos exhibit variable temporal
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dynamics, e.g., intense camera shaking or nearly static content due to differences
in surgeon experience, leading to temporal incoherence [13]. Therefore, we pro-
pose a comprehensive data curation pipeline to refine OphVL from textual and
visual sides for video generation, as shown in Fig. 1(a).

Narrative Information Refining. Given the remarkable text understanding
capabilities of existing large language models (LLMs), we employ a powerful
open-source LLM, Qwen2.5-72B [26], to remove the irrelevant information from
the captions and transform them into generation instructions. We manually se-
lect 10 captions and carefully annotate the redundant information within them
as examples. Then, we leverage these examples to instruct the LLM to refine the
remaining captions to enhance the accuracy and stability of the LLM’s outputs.
Dynamics-based Filtering. We design a simple rule to filter clips with poor
temporal dynamics quality. We utilize PySceneDetect toolkit to extract keyframes
from a clip at timestamps where significant visual changes occur. Clips with an
excessive or insufficient number of keyframes are filtered based on predefined
thresholds. We empirically set the upper and lower thresholds to 100 and 2.
Ophora-160K. We further filter out low-resolution clips (below 720x480) and
ultimately construct a large-scale video-instruction dataset, Ophora-160K, com-
prising approximately 160K clip-level video-instruction pairs.

2.2 Overview of Ophora

The backbone of Ophora is based on CogVideoX-2b [27], a latent diffusion model
with strong capability of generating natural videos from text, shown in Fig.
1(b). It consists of a 3D Variational Autoencoder (VAE), a T5 text encoder [21],
and a transformer-based denoising network. Given a video z € RFXHXWxC
where F, H, W, C denote the number of video frames, height, width, and channel
number, respectively, the video is compressed into latent space using the VAE
encoder. The latent representations are then patchified and flattened into D-
dimensional vision embeddings 2z of length % . % . %7 where ¢,p denote the
temporal and spatial compression rates. Meanwhile, an input text is encoded
into text embeddings 2% via the T5 encoder. Then, random Gaussian noise € ~
N(0,1) is added to zY, i.e., 2} = /2" + /1 — &ue with a noise level ay at a
random timestep ¢ € [1 : T'], where T denotes the total diffusion steps, during the
diffusion process [10]. Subsequently, z¥ and 2% are concatenated into a sequence
and fed into the denoising network €y to predict the Gaussian noise €. The model
is trained through the optimization objective of diffusion models:

Laitt = By, (o0 z0)-p | € = €([28, 2], D3] M

where D denotes the training dataset and [,] is concatenation operation. After
training, we sample random noise and use €y in reverse process to iteratively gen-
erate latent vision embeddings from the noise given a text input. Subsequently,
the vision embeddings are reconstructed to a video via the VAE decoder.
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2.3 Progressive Video-Instruction Tuning

A T2V model pre-trained on large-scale natural videos provides reliable prior
spatial-temporal knowledge for generating ophthalmic surgical videos. We aim
to transfer such knowledge for privacy-preserved ophthalmic video generation.
However, most clips in Ophora-160K contain sensitive visual information, such
as subtitles or watermarks, prompting us to adopt a two-stage training approach,
where we first introduce ophthalmic knowledge into the model and then guide
it to generate videos without such sensitive information, as shown in Fig. 1(c).
Transfer Pre-Training. We utilize the entire Ophora-160K dataset to conduct
continual pre-training on the backbone, focusing solely on training the denoising
network based on the Eq. 1 while keeping T5 and the VAE frozen. We uniformly
divide [1 : 7] into N sub-intervals when training the model on N GPUs and
sample t from each sub-interval on each GPU to improve training efficiency.
Privacy-Preserving Fine-tuning.

We employ a powerful large vision-language model (LVLM), Qwen2.5-VL-
72B [1], to detect whether a video contains sensitive information. We sample
frames at a rate of 1 FPS between the first and last frames of each video and
input them into the LVLM to detect the presence of sensitive information. We
filter out videos in which at least one frame contains such sensitive informa-
tion, resulting in Ophora-28K, a privacy-preserved dataset comprising over 28K
video-instruction pairs. Then, we fine-tune the continual pre-trained model us-
ing Ophora-28K to enhance privacy while avoiding overwriting the previously
learned spatial-temporal knowledge.

3 Experiments

Dataset. Ophora-160K contains 162,185 video clip-instruction pairs extracted
from 9,819 narrative videos of ophthalmic surgery. The average duration of all
clips is 5.54 seconds. For data pre-processing, each clip was resized to a resolution
of 720 x 480 and uniformly sampled to 49 frames. Clips with fewer than 49 frames
were padded with all-zero frames until they reached 49 frames. The dataset was
split into 80% and 20% for training and testing, respectively. We constructed
Ophora-28K, which contains 28,175 clip-instruction pairs from the training set.
Implementation. For transfer pre-training, we employ AdamW optimizer with
learning rate 1 x 10~%, batch size 128, and iteration number 65000 for sufficient
knowledge transferring. For privacy-preserving fine-tuning, we employ the same
optimizer with learning rate 5 x 1072, batch size 128, and 4500 iterations to
avoid knowledge overwriting. All experiments are conducted on A100 GPUs.

Quantitative Analysis. We evaluated the quality of synthesized videos gen-
erated by our model, Ophora, against existing state-of-the-art surgical video
generation models: Endora [17] and Bora [22] on the test set. We employ three
metrics: Fréchet Inception Distance (FID) [9], Fréchet Video Distance (FVD)
[24], and CLIPScore (CS) [8] to evaluate the realism and video-text consistency
of the synthesized videos. The CS is calculated with the coefficient w = 100
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based on OphCLIP [12], which aligns ophthalmic clips with narrative texts. We
also fine-tune these models using Ophora-160K for comparison.

As presented in Table 1, Ophora achieved the best performance across all
metrics compared to Endora and Bora. Ophora can generate ophthalmic videos
with high visual fidelity, as measured by FID and FVD, due to inheriting rich
spatial-temporal knowledge from the backbone pre-trained on large-scale nat-
ural videos, whereas the backbones of Endora and Bora lack such knowledge.
Moreover, Ophora can generate videos from text, but Endora lacks this capabil-
ity, as it is an unconditional video generation model. Meanwhile, the synthesized
videos of Ophora achieve the highest correspondence with the input text, as they
obtain the highest CS, even after these models are fine-tuned on our dataset.

Table 1. Comparison of synthesized video quality across different models based on
quantitative metrics. Bold font denotes the best performance for each metric, and ’-’
indicates that CLIPScore (CS) was not calculated for this model.

Model Dataset setting Metric
OphVL [12] Ophora-160K|FID | FVD | CS 1
Endora [17] 167.75 1433.29 -
Endora (w/ Ophora-160K) v 60.50 990.30 -
Bora [22] 138.30 1761.42 12.68
Bora (w,/ Ophora-160K) v 49.74 604.20 32.02
CogVideoX-2b [27] 138.20 871.16 5.87
CogVideoX-2b (w/ OphVL) v 61.48 532.47 33.65
Ophora (TPT-only) v 42.16 441.09 37.03
Ophora v 33.72 276.96 39.19

Visualization. We also present the synthesized video frames generated from the
input text prompts in Fig. 2. As Endora cannot generate videos from text, we
randomly select some synthesized videos for visualization. The synthesized videos
from Ophora demonstrate realistic and detailed surgical scenes with proper in-
struments and coherent surgical actions that follow the input prompts. Although
other models are fine-tuned on our dataset, they exhibit limited instruction-
following capabilities, as evidenced by the inconsistency between the instruments
and actions described in the prompt and those in the synthesized videos.

Ophthalmologist Feedback. We generated 600 videos based on the surgical
phase labels of Cataract-1K dataset [6] with 50 videos for each label. These
videos were synthesized based on generation instructions that were written by
three ophthalmologists according to the phase labels. Then, three ophthalmol-
ogists evaluated the authenticity of these synthesized videos based on seven
criteria, including: 1) Phase Matching that reflects the consistency between
the generated video and the corresponding phase label; 2) Phase Complete-
ness, which indicates whether the video presents a complete phase; 3) Con-
struction Realism representing the authenticity of the anatomical structures
or instruments; 4) Construction Stability indicating whether the anatomical
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Input prompt: An intraocular lens (I0L) is loaded into an injector and inserted through the corneal incision. It is placed within the capsular

bag to replace the natural lens and restore the patient’s vision.

Input prompt: A dual-function irrigation and aspiration (I/A) handpiece is used to remove any remaining lens material and fluid from the

capsular bag and anterior chamber. The procedure ensures the capsular bag is clear for lens implantation.

Endora*

Ophora (ours) Bora*

Fig. 2. Synthesized video frames from the input text prompts of different models. ‘*’
denotes that this model was fine-tuned on the proposed Ophora-160K.
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Fig. 3. Ophthalmologists’ scores on different criteria (a) and surgical phases (b).

structures or instruments undergo unrealistic deformations; 5) Action Realism,
which represents the consistency between the surgical actions in videos and ac-
tual procedures; 6) Action Logic reflecting the consistency of the sequential
order of surgical actions with actual orders; 7) Action Effectiveness, meaning
the realism of the deformation effects on the corresponding tissues caused by sur-
gical actions. Each criterion is scored on a scale of 0 to 3, representing different
levels of realism, where a score of 0 indicates 0% ~ 10% realism, 1 corresponds
to 10%~50%, 2 to 50%~90%, and 3 to 90%~100% realism, respectively.

The results are shown in Fig. 3. For most phases, Ophora can generate videos
being consistent with the phases given phase-related generation instructions,
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with no erroneous deformation of anatomical structures or instruments and re-
alistic actions, as evidenced by the high scores on different criteria and phases.

Table 2. Comparison of the top-1 and top-5 accuracy of two classifiers on the validation
and test sets of OphNet, including phase and operation-based classification tasks, under
three training data configurations. Bold denotes the best performance for each split.

Val Test

Training data Classifier Phase Operation Phase Operation
Top-1 Top-5|Top-1 Top-5|Top-1 Top-5|Top-1 Top-5
SlowFast [5] [34.55 70.24|26.93 65.11|37.04 72.69 |27.21 67.26
MViTv2 [18]]36.24 72.54 |27.89 65.86|37.92 74.31|28.56 68.32
SlowFast 36.35 72.88|28.58 67.52|39.24 74.94|28.88 69.53
MViTv2 37.43 73.62|29.59 68.34|39.26 75.76|30.44 70.32
SlowFast 38.55 73.23|30.81 69.59|41.05 77.43|31.10 72.01
MViTv2 40.15 76.52|32.80 70.28|42.24 78.56|33.62 73.27

Source

Source + Bora

Source + Ophora

Data Augmentation on Downstream Task. We evaluate the impact of
synthesized videos from Ophora as augmented data on OphNet [11], a large-scale
benchmark for ophthalmic surgical workflow understanding, featuring 14,674
instances annotated with 52 surgical phases and 17,508 with 106 operations.
We generated 100 videos for each category and compared two clip-level surgical
workflow recognition models: SlowFast [5] and MViTv2 [18], under three training
data configurations: 1) source, using only real videos from the training set
of OphNet; 2) source + Bora, including real videos and synthesized videos
from Bora; and 3) source + Ophora, including real videos and synthesized
videos from Ophora. We employed Adam optimizer with learning rate 0.1, epoch
number 35, batch size 64 for training SlowFast, and batch size 32 for training
MViTv2. We uniformly sampled 8 frames for each video during training.

We report the Top-1 and Top-5 accuracy of two classifiers on the validation
and test sets across different training setups for phase-based and operation-based
classification tasks in Table 2. Although synthesized videos from Bora yield mod-
erate accuracy gains compared to the source setting, leveraging the videos from
Ophora achieves the best performance across all classifiers on both classification
tasks. Notably, MViTv2 achieves the highest boost in phase-level Top-1 accuracy
on the test set (37.92% — 42.24%) due to the adoption of synthesized videos
from Ophora. The results indicate that Ophora can generate diverse and effective
videos for developing an AI model for ophthalmic workflow understanding.
Ablation Study. We compared the performance of Ophora with: 1) the orig-
inal CogVideoX-2b; 2) CogVideoX-2b (w/ OphVL) representing directly fine-
tuning CogVideoX-2b on OphVL without applying our data curation; and 3)
Ophora (TPT-only), where we only conducted transfer pre-training (TPT), as
shown in Table 1. Although fine-tuning CogVideoX-2b on OphVL enables oph-
thalmic video generation, the performance is limited compared to Ophora due
to redundant information in narratives and low temporal dynamics quality of
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videos. In contrast, performing TPT on the same backbone using Ophora-160K
further improves performance. Surprisingly, after conducting privacy-preserving
fine-tuning, Ophora achieves the best performance, as videos without sensitive
information may correspond better with the narrative text.

4 Conclusion

This paper presents Ophora, a pioneering model that can generate ophthalmic
surgical videos following input generation instructions. To achieve this, we pro-
pose a comprehensive data curation pipeline to convert narrative videos into a
large-scale, high-quality video-instruction dataset, Ophora-160K. Then, we pro-
pose a progressive video-instruction tuning approach to transfer spatial-temporal
knowledge from a T2V model pre-trained on natural video-text datasets for
privacy-preserved ophthalmic video generation. Ophora can generate realistic
and reliable ophthalmic videos based on user instructions, demonstrating signif-
icant potential for developing a general surgical Al system. In the future, we will
explore generating videos of more surgery types with longer durations.
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