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Abstract. Virtual staining, which leverages generative artificial intelli-
gence (Al) to produce immunohistochemistry (IHC)-stained tissue sam-
ples from hematoxylin and eosin (H&E)-stained images, has emerged
as a cost-effective and accessible alternative to traditional THC stain-
ing. Despite its potential, this approach faces three significant chal-
lenges: (1) the necessity of training a separate model for each tumor
marker used in THC staining, (2) the limited availability of large-scale
datasets, and (3) the inherent diversity of staining patterns across dif-
ferent tissue types and markers. In this study, we address these chal-
lenges by introducing the Prompt-Driven Universal model for unpaired
H&E-to-IHC Stain Translation (PD-UniST). Our approach incorpo-
rates two key innovations: (1) Structure-Cognizant Organization
Prompt ModulE (SCOPE), which employs textual prompts to guide
region-specific generation, and (2) Style-Prompt Unified Mapping
ModulE (SPUME), which utilizes learnable prompts to capture task
differences between various IHC stains and features a pathology-specific
prompt-aware fusion layer for effective integration of visual features with
task-specific prompts. Extensive experiments on two public datasets and
one private dataset demonstrate that our method achieves state-of-the-
art performance across five different translation tasks, significantly im-
proving both structural preservation and staining pattern accuracy. In
clinical evaluation, we further validate the effectiveness of our method
through pathologists’ assessment of both public and private datasets.
The dataset and source code are available on anonymous GitHub at
https://github.com/chujie-zhang/PD-UniST.

Keywords: Unpaired H&E-to-THC stain translation - Prompt learning
- Universal model.

1 Introduction

Hematoxylin and eosin (H&E) staining, a cost-effective technique for visualizing
tissue structures, serves as pathologists’ primary tool for initial histopathological
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Fig. 1. It presents a comparative overview of five distinct architectural approaches in
medical image translation frameworks: (a) Multiple Models utilizing separate trans-
lation networks, (b) Multi-head Models with one shared encoder and n task-specific
decoders, (¢) CLIP Models incorporating CLIP embeddings and a controller mecha-
nism, (d) One-shot Models using a single network with binary code-guided controller,
and (e) PD-UniST (our proposed method) which integrates task prompts and textual
prompts with a prompt-aware controller.

analysis [18,17,11,19,8]. While immunohistochemistry (IHC) technology enables
visualization of specific proteins through labeled antibodies [16,2], including tu-
mor markers such as Ki67 (antigen Ki-67), HER2 (human epidermal growth fac-
tor receptor 2), ER (estrogen receptor), and PD-L1 (programmed death-ligand
1), its resource-intensive nature, including high costs, complex procedures, and
tissue destruction, limits its clinical accessibility [9,10], particularly in resource-
constrained settings.

Virtual staining, leveraging generative Al to create THC-like images from
H&E-stained samples, offers a cost-effective and accessible alternative to tradi-
tional IHC staining [15]. However, this approach faces three key challenges:
(i) the need to train a model for each tumor marker used in IHC staining, as
shown in Fig. 1(a), (ii) the limitation of small datasets due to the labor-intensive,
time-consuming nature of IHC staining and its susceptibility to operator bias,
and (iii) the diversity of staining patterns across different tumor markers. Dif-
ferent tumor markers in IHC staining show positive staining in distinct cellular
locations based on their characteristics. For instance, tumor markers such as
Ki67, ER, and PR display cell nuclear staining, while HER2 and PD-L1 demon-
strate cell membrane staining. Models should consider these differences when
generating images with various tumor markers.

Previous works address the first two challenges through three main strategies
[12,1,6]: multi-head networks with shared encoders and task-specific decoders
(Fig. 1(b)) [12], CLIP-driven universal models using text embeddings (Fig. 1(c))
[1], and dynamic convolution models with one-hot task encoding (Fig. 1(d)) [6].
However, these approaches have limitations: multi-head networks suffer from
structural redundancy, CLIP models struggle with medical terminology com-
prehension (e.g., HER2, Ki67), and orthogonal one-hot vector encodings fail to
capture inter-task relationships. Notably, none of these methods addresses the
varying cellular localization patterns across different IHC tumor markers.
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To address the limitations of existing strategies and overcome the third chal-
lenge of diverse staining patterns across tumor markers, such as cell nuclear
staining for Ki67, ER, and PR versus cell membrane staining for HER2 and
PD-L1. We introduce the Prompt-Driven Universal model for unpaired H&E-
to-THC Stain Translation (PD-UniST), as illustrated in Fig. 1(e). Our novel ap-
proach involves the implementation of a cutting-edge Prompt-Aware Controller
to regulate the model’s output. The methodology consists of two key modules:
(1) Structure-Cognizant Organization Prompt ModulE (SCOPE), which utilizes
textual information such as ‘cell nucleus/cell membrane’ to guide the model’s
focus on specific regions during generation based on different tumor markers’
characteristics, and (2) Style-Prompt Unified Mapping ModulE (SPUME), which
features a Prompt-Aware Fusion Layer specifically designed for pathological im-
ages to effectively integrate visual features with task-specific prompts.

The main contributions are summarised as follows:

— We introduce the Prompt-Driven Universal Model (PD-UniST) as a pio-
neering universal translation model capable of transforming H&E-stained
images into IHC-stained images. This novel approach aims to overcome the
limitations of current methodologies by guiding the model to focus on differ-
ent cellular locations based on various tumor marker characteristics through
both learnable task prompts and textual prompts.

— We design the Structure-Cognizant Organization Prompt ModulE (SCOPE),
which employs textual prompts to guide the model’s generation process.

— We develop the Style-Prompt Unified Mapping ModulE (SPUME), which
employs a prompt-aware fusion layer and predefined task prompts to effec-
tively constrain the model’s generation process.

— We present our private dataset (PD) as a new public dataset to support
further research in virtual IHC staining. The experimental results demon-
strate state-of-the-art performance across two public datasets and one pri-
vate dataset when compared with traditional methods. Clinical evaluation
conducted by pathologists on both public and private datasets validates the
effectiveness of our method.

2 Method

2.1 Problem Definition

The universal H&E-to-IHC stain translation is defined as the training of a sin-
gle model that learns from diverse medical datasets to perform various image
translation tasks. Given a set of K datasets, each dataset Dy = (m}w y,i,mk)ﬁvz'cl
consists of IV, data pairs, where (mz,yi) € (Xx x Vk), and my, represents the
imaging modality of Dj.

2.2 Overview

The overall architecture of PD-UniST is illustrated in Fig. 2(a). Given an input
image X € REXCXHXW "hredefined learnable task prompts Pr € REXPand
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Fig.2. Overall architecture of PD-UniST: (a) Pipeline showing the Style-Prompt
Unified Mapping ModulE (SPUME) and Structure-Cognizant Organization Prompt
ModulE (SCOPE) processing task prompts (Pas) and text prompts (Pr). (b) Detailed
structure of SCOPE with frozen BERT, MLP, and cross-attention components. Note:
X< represents the visual features of the current layer.

location-specific textual prompts Py indicating either ‘cell nucleus’ or ‘cell mem-
brane’ staining patterns, where K represents the number of tasks (IHC staining
with different tumor markers) and D denotes the prompt dimension. Our frame-
work encompasses five IHC staining tasks using the tumor markers HER2, ER,
PR, Ki67, and PD-L1. As shown in Fig. 2(a), the input image X enters the
generator, while Pr and Pj; are processed through the SCOPE and SPUME
modules, respectively, integrating with visual features in the generator to guide
image generation. By varying Pr and Pjs, we can generate IHC-stained images
with different tumor markers.

2.3 Structure-Cognizant Organization Prompt ModulE (SCOPE)

Immunohistochemical (IHC) staining reveals distinct subcellular localization
patterns for different tumor markers. Specifically, biomarkers such as Ki67,
ER, and PR exhibit cell nuclear staining patterns, while HER2 and PD-L1
show characteristic cell membrane staining. To effectively capture these location-
specific staining characteristics, we propose the Structure-Cognizant Organiza-
tion Prompt ModulE (SCOPE) framework, which integrates visual features with
structured text priors (Fig. 2(b)) for pathology image translation.

Given an input image X € REXCXHXW and Jocation-specific textual prompts
Pr indicating either ‘cell nucleus’ or ‘cell membrane’ staining patterns, SCOPE
processes the text information through a two-stage pipeline. First, a specialized
biomedical BERT encoder [3|, pretrained on biomedical domain knowledge, ex-
tracts contextual features from the textual prompts. These features are then
refined through a learnable MLP projection layer and integrated with visual fea-
tures via a cross-attention mechanism: Output = CrossAttention(M LP(BERT
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(Pr)),Xel), where X¢! represents the visual features extracted from the current
layer. The framework is trained end-to-end, with the BERT encoder frozen to en-
sure stable text representations while allowing the multilayer perceptron (MLP)
and cross-attention components to adapt to specific staining patterns.

2.4 Style-Prompt Unified Mapping ModulE (SPUME)

This section introduces the Style-Prompt Unified Mapping ModulE (SPUME), a
novel framework that leverages the Prompt-Aware Fusion Layer (PAFL) for con-
trolled THC stain generation. Unlike conventional one-hot task encoding methods
that treat each staining task independently, we hypothesize that inherent cor-
relations exist among different THC translation tasks. To capture these complex
relationships, we propose integrating a task prior matrix within each PAFL,
enabling dynamic interactions among diverse tasks.

The key innovation lies in the PAFL design, which centers on the prior fu-
sion layers. For each layer, we initialize a task prior matrix P € RE*P  where
K represents the number of tasks and D denotes the prior dimension. Given
the current layer’s visual features x® and IHC ID ¢, we select the correspond-
ing task-specific prior vector pt € R'*P for feature enhancement. Our study
encompasses five IHC staining tasks using the tumor markers HER2, ER, PR,
Ki67, and PD-L1. The prior fusion layer implements a dual-stream architec-
ture through the cross-attention module, each executing two key operations: 1)
Prior Stream: Updates task prior vectors by learning from image features p} 1=
M LP(CrossAttention(LN (pt), (z§'))) + pt. 2) Feature Stream: Refines features
using updated task priors z§% | = M LP(CrossAttention(LN (z§'), LN (pt,,)))+
x¢', where LN denotes Layer Normalization.

2.5 Total Loss

The comprehensive loss function in our model comprises the basic GAN loss and
the proposed loss terms. The total loss is formulated as:

D D G G
ltotal = )‘adv X lad’u + )\ady X ladv + )\cyc X lcyc +)\idt X lidt + )\PatchNCE X lPatchNCE

(1)
Where lfdv and lfdv represent the adversarial losses, l.,. represents the cycle-
consistency loss, l;4; denotes the identity loss, and lpyicnnoE denotes the con-
trastive learning loss [13]. The coefficients A2, . )\fd,u, Acyes Aidt, and Apaich NCE

are used to balance these loss terms.

3 Experiments

3.1 Experimental Setup

Dataset. We evaluate our method on three datasets: two public datasets and
one private dataset from Sir Run-Run Shaw Hospital. The public datasets in-
clude: (1) the Breast Cancer Immunohistochemical (BCI) challenge dataset [7],
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Table 1. Quantitative evaluation of our proposed PD-UniST method against state-
of-the-art single-task and universal models using S-SSIM and FID metrics across six
different stain translations: H&E-to-HER2 (MIST), H&E-to-ER (MIST), H&E-to-PR
(MIST), H&E-to-Ki67 (MIST), H&E-to-HER2 (BCI), and H&E-to-PD-L1 (PD). The
best results are highlighted in bold. Note: ‘SSIM’ in the table represents the structural
component of SSIM (denoted as SSIM instead of S-SSIM for space efficiency). The term
‘single-task’ describes models limited to generating IHC staining for one specific tumor
marker, whereas ‘multi-task’ refers to models capable of generating IHC staining for
multiple different tumor markers.

SSIM FID SSIM FID SSIM FID SSIM FID SSIM FID SSIM FID

Single-task Models
CycleGANJ[20] 0.21 240.3 0.54 125.7 0.41 96.1 0.54 343.9 0.56 83.5 0.51 142.7
[20] w/ SCOPE 0.53 110.6 0.57 83.9 0.55 74.6 0.59 91.1 0.58 75.6 0.54 125.3
MUNITI[4] 0.53 74.1 0.58 70.6 0.59 70.4 0.49 54.5 0.51 82.9 0.53 90.9
[4] w/ SCOPE 0.56 70.2 0.61 65.8 0.62 66.5 0.52 51.2 0.54 77.6 0.56 85.4
CUT[14] 0.63 66.8 0.68 43.7 0.63 54.6 0.67 76.1 0.59 65.0 0.61 84.1
[14] w/ SCOPE 0.64 62.3 0.69 41.5 0.65 53.9 0.67 71.4 0.62 64.3 0.62 82.2
ASP[5] 0.65 51.4 0.70 414 0.70 44.8 0.70 51.0 0.66 65.1 0.64 72.0
[5] w/ SCOPE 0.66 50.8 0.70 40.1 0.70 42.9 0.71 49.6 0.67 63.9 0.65 69.5

Method

Universal Models
VIMs(CLIP)[1] 0.65 156.8 0.61 132.4 0.63 115.7 0.64 98.6 0.60 142.5 0.64 138.9
One-hot[6] 0.65 142.1 0.65 73.3 0.62 65.7 0.64 55.4 0.63 92.2 0.66 85.6
PD-UniST 0.68 54.5 0.70 46.1 0.70 43.3 0.69 49.6 0.68 65.5 0.68 68.3

comprising 3,896 training and 977 testing image pairs, and (2) the Multi-THC
Stain Translation (MIST) dataset [5], containing approximately 4,000 training
and 1,000 testing pairs for each of its four IHC stains (HER2, ER, Ki67, and
PR). The Private Dataset (PD) uses the programmed death-ligand 1 (PD-L1)
as the tumor marker, which consists of 3,600 training and 1,050 testing pairs
with 21 patients. We collect sequential pathological tissues from the liver of 21
patients, which underwent H&E and THC stain respectively. Since a single tissue
can only be stained once, we utilized sequential tissues to create paired H&E
and IHC stains, which explains why obtaining perfectly pixel-aligned H&E-THC
image pairs is physically impossible. For data preprocessing, we followed the
same protocol as described in [7]. All images have a resolution of 1024 x 1024
pixels.

Implementation Details We employ CycleGAN [20] as our baseline, main-
taining identical architectures for both generator and discriminator. For training,
we use a batch size of 1 and the Adam optimizer with $; = 0.5 and S = 0.999.
The initial learning rate is set to 2 x 10~4, which decays linearly to zero by the
end of training. Detailed information is available in the anonymous GitHub.
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Fig. 3. Qualitative comparison of results across multiple biomarkers. Each row rep-
resents a different task (from top to bottom): H&E-to-HER2, H&E-to-PR, and H&E-
to-Ki67. Note: Target domain examples are shown for reference and are selected based
on shape similarity to the input.

Table 2. Ablation study of key modules (SPUME and SCOPE) on the MIST and PD
datasets, evaluated using S-SSIM and FID metrics. The best results are shown in bold.

MIST (H&E-to-Ki67) PD(H&E-to-PDL1)
SPUME SCOPE S-SSIM?t FID| S-SSIM 1t FID|
0.54 343.9 0.51 142.7
v 0.65 53.1 0.67 74.9
v v 0.69 49.6 0.68 68.3

Metrics. The performance is evaluated using four metrics: Fréchet Inception
Distance (FID), Structural component of Structural Similarity Index (S-SSIM),
and two downstream task metrics (Accuracy (ACC) and Area Under the Curve
(AUQ)). Specifically, S-SSIM calculates only the structural component of SSIM
between the input and generated images, defined as: S — SSTM (z,y) = Gayte

Tpoyt+c’

Compared methods. We categorize the comparison methods into two types:
single-task models, and universal models. Specifically, the single-task models in-
clude CycleGAN [20], CUT [14], ASP [5], and MUNIT [4]. The universal models
encompass VIMs (CLIP) [1], and One-hot [6].

3.2 Experimental Results and Analysis

Quantitative Comparison Quantitative evaluation demonstrates the effec-
tiveness of the PD-UniST method. As shown in Tab. 1, PD-UniST achieves
competitive or superior performance compared to both single-task and universal
models. In the universal models category, PD-UniST consistently outperforms
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Table 3. Clinical evaluation results on the MIST and PD datasets, evaluated using
ACC and AUC metrics. The best results are shown in bold.

MIST (H&E-to-Ki67) PD(H&E-to-PDLI)

SPUME SCOPE ACC?t AUCYT ACC?t AUCYH
0.65 0.75 0.64 0.71
v 0.68 0.78 0.66 0.73
v v 0.70 0.79 0.69 0.77

VIMs(CLIP) and One-hot methods, achieving higher SSIM and lower FID scores
across different staining translations. ASP w/SCOPE gets better FID scores in
single-task settings because its contrastive learning and focused attention cre-
ates more realistic textures when optimized for specific stains. This specialization
better matches the patterns of individual markers. In contrast, our PD-UniST
learns shared features across all six datasets, building stronger structural under-
standing but with slightly weaker modeling for individual datasets.

Qualitative Comparison The qualitative comparison in Fig. 3 demonstrates
the results across multiple staining translation tasks. The results of VIMs (CLIP)
[1] are not shown due to their inferior performance. Through comparison with
various methods and target images, our approach achieves both accurate staining
patterns and precise tissue morphology preservation, closely matching the target
IHC expressions.

Ablation Study Our ablation study in Tabs. 2 and 3 demonstrates the comple-
mentary benefits of the SPUME and SCOPE components. The baseline model
achieves moderate performance, while adding SPUME substantially improves
both structural similarity and image quality.

Clinical Evaluation To validate the clinical relevance of our method, we con-
ducted a comprehensive evaluation involving an expert pathologist. For each
method being evaluated, the pathologist assessed two sets of images: 50 pairs of
method-generated H&E-to-IHC translations and 50 pairs of ground truth H&E-
ITHC images. The assessment involved classifying IHC expression levels into three
categories: low, moderate, and high expression. As demonstrated in Tab. 3, by
comparing the pathologist’s assessments of generated images against the ground
truth using accuracy and AUC metrics, our method demonstrates substantial
improvements in IHC expression level prediction. The enhanced performance
across both metrics validates the clinical utility of our approach in accurately
representing THC expression patterns.
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4 Conclusion

We present PD-UniST, a prompt-driven universal model for H&E-to-IHC stain
translation featuring SCOPE for textual prompts and SPUME for task prompts.
Through extensive experiments on public and private datasets, our approach
demonstrates superior performance in quantitative, qualitative, and clinical eval-
uations, advancing virtual staining technology for clinical pathology applications.
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