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Abstract. Multi-modal Magnetic Resonance Imaging (MRI) transla-
tion leverages information from source MRI sequences to generate target
modalities, enabling comprehensive diagnosis while overcoming the lim-
itations of acquiring all sequences. While existing deep-learning-based
multi-modal MRI translation methods have shown promising potential,
they still face two key challenges: 1) lack of reliable uncertainty quantifi-
cation for synthesized images, and 2) limited robustness when deployed
across different medical centers. To address these challenges, we pro-
pose a novel framework that reformulates multi-modal MRI translation
as a multi-modal evidential regression problem with distribution cali-
bration. Our approach incorporates two key components: 1) an eviden-
tial regression module that estimates uncertainties from different source
modalities and an explicit distribution mixture strategy for transparent
multi-modal fusion, and 2) a distribution calibration mechanism that
adapts to source-target mapping shifts to ensure consistent performance
across different medical centers. Extensive experiments on three datasets
from the BraTS2023 challenge demonstrate that our framework achieves
superior performance and robustness across domains.

Keywords: Medical image translation - Uncertainty - Evidential regres-

sion - Calibration

1 Introduction

Magnetic resonance imaging (MRI) has become indispensable in modern clinical
practice for its ability to provide detailed soft tissue visualization. Multi-modal
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Fig. 1. Two challenges in multi-modal MRI translation: (1) lack of reliability assess-
ment for synthesized images, and (2) limited robustness across domains.

MRI sequences, such as native T1l-weighted (T1n), T2-weighted (T2w), T2-
FLAIR (T2f), and post-contrast T1-weighted (T1c), each capture distinct tissue
characteristics that together enable comprehensive diagnosis and treatment plan-
ning 2. However, acquiring a complete set of sequences is often impractical due
to various constraints including prolonged scanning time, high costs, and patient-
specific limitations. Deep learning-based medical image translation [10}/12] has
emerged as a promising solution by enabling the synthesis of missing modali-
ties from available sequences. Recent advances in this field have demonstrated
remarkable progress by developing multi-modal fusion techniques |4,/15]. Gen-
erative adversarial networks [23]28] or diffusion models |20}/25] were employed
to produce high-fidelity synthetic images. To achieve multi-modal integration,
three key strategies: image-level concatenation [20], feature-level fusion [27}28],
and attention-based fusion mechanisms [7], were developed.

However, despite extensive studies, multi-modal MRI translation still faces
two practical challenges (Fig. [1)). First, most multi-modal methods lack mech-
anisms to assess the realiability of synthesized images, making it difficult to
determine whether the generated results can be trusted by clinicians. Second,
these methods are often sensitive to domain shifts when deployed across cen-
ters, where variations in scanning protocols and population characteristics can
significantly impact model performance.

To evaluate the reliability of multi-modal learning, few works have focused
on the uncertainty-guided fusion strategy [6,8,26]. Existing uncertainty estima-
tion methods include Bayesian neural networks [5,19] and deep ensembles |3],
which often require complex modifications to network architectures or multi-
ple forward passes. In contrast, evidential learning |1,/22] provides a more effi-
cient and direct approach by learning to predict the parameters of probability
distributions. To enhance the reliability of multi-modal fusion, the Mixture of
Normal-Inverse Gamma (MoNIG) distribution [18] combined predictions from
each source through an explicit uncertainty-aware fusion rule. To improve model
robustness, recent studies have investigated calibration approaches [9,[13] in ma-
chine learning. However, their applicability in multi-modal MRI translation is
still underexplored.
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Fig. 2. Overview of the proposed framework. Through MoNIG-based image transla-
tion, we synthesize a target sequence from existing multi-modal source modalities based
on explicit distribution fusion. Then, to adapt to the new source-target mapping, dis-
tribution calibration is performed to compute the calibrated generated target images
and prediction uncertainty.

In this paper, we propose an uncertainty-aware multi-modal MRI translation
framework based on evidential regression and distribution calibration. As shown
in Fig. 2] we estimate the translation uncertainty of each modality through
evidential networks. Based on uncertainties, we apply fusion rules derived from
MOoNIG to obtain the final generated results, thereby fully leveraging the multi-
modal information in a reliable way. Additionally, we improve the robustness
across domains through an efficient distribution calibration mechanism based on
quantile regression, which enables rapid adaptation to new clinical environments
with minimal data requirements.

Our main contributions include three aspects. First, we propose a novel prob-
abilistic framework that reformulates multi-modal MRI translation as an eviden-
tial regression problem guided by uncertainty. Second, we develop a distribution
calibration mechanism to adapt different domains for multi-modal fusion. Third,
extensive experiments on three BraTS2023 datasets demonstrate that our ap-
proach delivers superior robustness across different centers.

2 Methodology

The aim of our method is to derive a distribution of target modality with un-
certainty and utilize this uncertainty for explicit multi-modal fusion. As shown
in Fig. 2l our framework mainly consists of two parts, i.e., multi-modal MRI
translation with uncertainty quantification and distribution calibration. In the
multi-modal MRI translation part, each source modality first estimates the tar-
get modality distribution through an evidential network and then obtains a
mixture distribution through the explicit MoNIG fusion strategy. Distribution
calibration employs quantile regression to obtain the calibrated target distribu-
tion, from which the final generated target modality and uncertainty are derived.
The details of our method are discussed in the following sections.
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2.1 Uncertainty Estimation and Multi-modal Fusion

Evidential Regression Module Consider multi-modal medical image trans-
lation as a regression problem: given a dataset D = {{X[m}5/_1,y}, where X[
represents the m-th source modality and y corresponds to the target modality.
Traditional approaches typically train a model by minimizing the L or Lo loss
between prediction and target. In contrast, we model the synthesized target y
as being drawn from a Gaussian distribution ¥ ~ A (p, a?).

To incorporate uncertainty into the model, following [1], we further model the
mean and variance using a Normal-Inverse Gamma (NIG) distribution, where
p o~ N(v,0°n7!) and 02 ~ I''}(a,B). To train this evidential regression
model, we minimize the negative log-likelihood loss:

LN = %log(%) — adog(w) + (o + %ﬂog((y —7)’n+w) +log(e), (1)

where w = 28(1 +n) and ¢ = F{O(i)l) We incorporate an additional regular-
2
ization term:
LNIG — pNLL 4\ PR 2)

where L% = |ly — ||, - (2n + a), and Ag > 0 balances these two terms.
Given the trained model, we can compute aleatoric uncertainty (AU = %)

and epistemic uncertainty (EU = %) After obtaining these NIG distribu-

tion parameters, the synthesized target image is derived as y = ~.

Uncertainty-guided Multi-modal Fusion Given predictions from different
source modalities, each characterized by a NIG distribution, they are combined
through the NIG summation operation based on MoNIG [18]:

M
NIG (v, n, @, 8) = @D NIG () (Vi) Mom]» Xon]» Bm)) (3)
m=1

where the & operator follows the fusion rule:

_ 1
v=(m+m) (my+n2y2), n=mn+ns, a=atatg,
(4)

1 1
B=p061+08+ 5711(’71 -7+ 5712(’72 — )2

2.2 Distribution Calibration

To address the distribution shifts across different medical centers, we propose
a non-parametric calibration scheme based on quantile regression [13|. For each
target center, we first collect a small pixel-wise calibration dataset D. We use
the evidential model to estimate its predictive cumulative distribution function
(CDF) F;(y) = P(i; <y). The calibration dataset is then constructed as:

N

D = { (Fu(wa). P(Fu(0))) | )

)
n=1
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where P(p) = w represents the empirical CDF, quantifying the
actual coverage proportion of predicted quantiles.

To ensure monotonicity of the calibrated distribution, we train an isotonic
regression model [13] R : [0,1] — [0,1] on the calibration dataset to learn the
center-specific distribution mapping. The calibrated distribution is then obtained
through composition of the learned isotonic regression with the original CDF:

F(ylz) = Ro F(ylz) (6)

2.3 Training Paradigm

This section shows the network architecture in our framework and explains the
training strategy. Our framework consists of a conditional encoder £ and a con-
ditional evidential generator G. For each source modality Xi,,, the prediction
follows NIGy,,,) = G(E(X[my)), where G outputs four parameter maps {v,n, c, B}.
We modify an alias-free GAN [11}[24] to implement these modules. A softplus
activation is applied to ensure positivity constraints on {n, a, 3}, with a addi-
tionally incremented by 1 to satisfy a0 > 1.

The overall training objective combines source-specific losses and fusion loss:

M
L= Z Loy + L7, (7)

m=1

where for each source modality:

Ad NIG Syn R
‘Cx[m] -y = Ex“,:,]%y + )‘NIG‘Cx[m]ay + )‘PiX(‘Cx?]m]ay + ‘Cx[e:b]ax[m] )7 (8>
with E,Scmlﬁy = ||’y[m] — yH1 for target synthesis, EE{%HXW = Hg(x[m}) = X[m) H1
NIG

for self-reconstruction, £ for uncertainty estimation as defined in Equ.

X[m] —Yy
and EQ‘:’ _,y for adversarial training to ensure realistic synthesis. The fusion-level
loss after MoNIG is defined as:

£Fuse — L*Adv + /\NIGENIG + )\Pixcsyn; (9)

where each term serves the same as Equ. [§] but operates on the fused prediction.
The balancing weights Aniq and Apix are set to 0.5 and 100 respectively.

3 Experiments

3.1 Dataset, Evaluation Metrics, and Implementation

Datasets We conduct experiments using three brain MRI datasets from the
BraTS2023 challenge [2/21]: BraSyn, BraTS-Africa, and BraT'S-PED. Each dataset
comprises four registered MRI sequences (T1n, T2w, T2f, and Tlc sequences)
and expert-annotated tumor segmentation masks.
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BraSyn dataset (1,251 cases) serves as our primary training dataset. To eval-
uate cross-domain robustness, we employ two additional datasets with domain
shifts for validation. a) BraTS-Africa dataset (60 cases) represents variations
in imaging protocols, collected from African medical centers using lower-field
MRI systems that have lower image contrast and resolution. b) BraTS-PED
dataset (90 cases) represents variations in patient populations, focusing on pe-
diatric high-grade glioma of children with distinct anatomical structures due to
age-specific brain development.

For data preprocessing, we normalize the intensity values of each modality
o [—1,1]. The 3D volumes are processed slice-by-slice along the axial plane and
resized to 256 x 256. To ensure sufficient foreground information, we discard the
first and last 30 slices where the brain regions are typically minimal. For BraSyn
dataset, we randomly split the subjects into training, validation, and testing sets
with a ratio of 7:1:2.

Evaluation Metrics We employ multiple complementary metrics to compre-
hensively evaluate our method: 1) For synthesis quality, we use the peak signal-
to-noise ratio (PSNR) and structural similarity index measure (SSIM); 2) For
uncertainty estimation reliability, we calculate the expected uncertainty calibra-
tion error (UCE) [14], which quantifies the alignment between predicted un-
certainties and actual errors through weighted Li-norm; 3) For clinical utility
assessment, we evaluate downstream task performance using the Dice score for
multi-modal tumor segmentation. Specifically, we apply a top-performing BraTS
2021 algorithm |17] on both synthesized and original sequences. We conducted
experiments using T1n and T2w as input to synthesize T2f and T1c modalities.
The table results show the average performance across T2f and T1c synthesis.

Implementation Details The framework was implemented in PyTorch and
trained on a single NVIDIA H100 GPU. We employed the Adam optimizer with
an initial learning rate of 2 x 1073, which was modulated using a cosine an-
nealing warm restart schedule 16| over 2 x 10° iterations. The evidential loss
balancing coefficient Ag in Equ. 2] was gradually increased from 0 to 1 during
training to ensure stable convergence. For the MoNIG fusion module, we ini-
tialized the concentration parameters {c, 3} to small positive values (0.1) to
encourage uncertainty-aware learning from the start.

3.2 Results

Intra-domain Comparison Study To comprehensively evaluate our frame-
work, we conducted extensive comparisons with other medical image translation
methods, including: (1) CNN-based methods: Pix2pix [10], CycleGAN [29], Reg-
GAN |[12], and MM-GAN [23]; (2) Transformer-based method: ResViT [4]; (3)
Diffusion-based method: M2DN [20].

As shown in Tab.[I] the top section presents the intra-center validation results
on the BraSyn dataset. Our method outperforms the second-best approach with
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Table 1. Comparison of different methods on target sequence synthesis using
BraT$S2023 Challenge datasets.

Dataset Method PSNRt SSIM?t Dice?t
Pix2pix 27.1244.17 0.90440.031 0.80740.102
CycleGan 26.71+4.31 0.903+0.033 0.807+0.103
MM-GAN 29.06+3.39 0.92440.023 0.82740.096
(in- dﬁgjﬁgzﬁon) RegGAN 25.79+43.95  0.888+0.035  0.797+0.106
ResViT 26.46+3.33 0.908+0.033 0.814+0.099
M2DN 31.65+3.27 0.929+0.029 0.854+0.093
Ours 32.37+3.09 0.937+0.029 0.852+0.094
Pix2pix 20.42+3.07 0.817+0.170 0.749+0.174
CycleGan 21.16+2.68 0.835+0.142 0.762+0.165
. MM-GAN 21.4243.69 0.862+0.165 0.782+0.162
iiizsiiig; RegGAN 19.2242.79 0.810+0.171 0.743+0.178
ResViT 22.1243.37 0.83040.168 0.769+0.168
M2DN 24.71+2.29 0.858+0.095 0.795+0.151
Ours 28.48+2.17 0.886+0.071 0.828+0.157
Pix2pix 22.00+3.66 0.87540.045 0.667+0.153
CycleGan 22.3243.45 0.88440.042 0.67940.144
MM-GAN 22.84+4.54 0.910+0.037 0.700+0.139
<crfsiffﬁgon) RegGAN 20.9143.33 0.863+£0.044  0.66240.156
ResViT 23.83+3.68 0.88740.038 0.686+0.146
M2DN 26.39+3.05 0.870+0.110 0.712+0.143
Ours 29.14+2.92 0.883+0.105 0.723+0.140

improvements of 0.72dB in PSNR and 0.008 in SSIM while achieving competitive
Dice scores with the best-performing method. This superior performance is due
to our explicit MoNIG fusion strategy, where uncertainty-guided integration is
more robust compared to other fusion strategies.

Cross-domain Comparison Study To demonstrate robustness, we conducted
experiments on two cross-center datasets, BraTS-Africa and BraTS-PED, as
shown in Tab. [I] To ensure a fair comparison, we randomly selected 10 slices
from each cross-center dataset for fine-tuning each comparison model pre-trained
on BraSyn as well as training our calibration model.

Our method achieved superior performance on both datasets compared to
other approaches, demonstrating the strong robustness of our uncertainty-based
framework. Moreover, through calibration training with very few samples, our
model could quickly adapt to new source-target mappings.

Ablation Study We conducted an ablation study to evaluate the effective-
ness of our key components. As shown in the right of Fig. [d] MoNIG achieves
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Baseline ‘
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Synthesis GT GT+mask Uncertainty

Fig. 4. Left: Reliability visualization assessment, where purple mask shows enhanced
tumor region, green mask shows oedema region, and red mask shows necrotic core.
Right: Ablation study results evaluated on BraTS-Africa dataset.

lower UCE compared to Deep Ensemble [3|, indicating more accurate uncer-
tainty estimation. Through uncertainty-guided fusion, MoNIG further achieves
higher-quality synthesis results. Furthermore, incorporating calibration on top
of MoNIG leads to optimal performance in both image synthesis and uncer-
tainty estimation, demonstrating the robustness of our MoNIG and calibration
strategies.

Furthermore, the left of Fig. [ demonstrates the reliability of our uncertainty
estimation. We visualize uncertainty maps for hard and easy cases. In the first
row (hard case), the yellow arrow indicates a risky region in the generated image,
corresponding to the enhancing tumor area. This region shows high uncertainty
as it is difficult to identify in T1ln and T2w source images, correctly indicating
potential errors. In contrast, the second row shows a case with lower uncertainty,
suggesting a more reliable synthesis. Such uncertainty visualization can provide
valuable guidance for clinical diagnosis by helping physicians identify regions
requiring additional verification.

4 Conclusion

In this paper, we presented a framework for multi-modal MRI translation that
addresses uncertainty quantification and cross-center adaptation. By reformulat-
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ing the translation task as an evidential regression problem, our approach pro-
vides reliable uncertainty estimates that enhance clinical decision-making. The
MoNIG fusion strategy effectively integrates information from multiple source
modalities. Furthermore, our distribution calibration mechanism enables efficient
adaptation to new clinical environments with minimal data requirements.
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