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Abstract. In minimally invasive surgeries, such as endoscopic and oph-
thalmic procedures, specular highlights on tissue and instrument sur-
faces can obscure critical details, compromising surgical safety and pre-
cision. Traditional methods rely on color segmentation and filtering op-
timization but are highly sensitive to lighting variations and produce
suboptimal restoration. While deep learning enhances detection robust-
ness, its effectiveness is constrained by the scarcity of annotated medi-
cal data and unnatural boundary transitions in restored regions. To ad-
dress these challenges, this paper proposes a two-stage hierarchical net-
work framework. First, a Hierarchical Feature Attention Network (HFA-
Net) is designed, integrating spatial-shift segmented attention (SZMLP),
dual-flow attention (DFA), multi-scale feature fusion (SFF), and par-
tial mask convolution (PMConv) to achieve precise detection and re-
moval of specular highlights. Second, a large-mask inpainting model
(LaMa) is introduced, utilizing dilated mask expansion to enhance con-
textual awareness and improve texture consistency in the restored re-
gions. To address the scarcity of medical highlight datasets, we con-
struct four specialized datasets covering various surgical scenarios, in-
cluding ophthalmic injections and instrument reflections, while also in-
corporating publicly available data to enhance model generalization.
Experimental results demonstrate that the proposed method outper-
forms existing approaches across six datasets in terms of detection ac-
curacy and restoration quality, particularly excelling in complex tex-
tures and natural boundary transitions. Our code is available at https:
//github.com/tkllndxn/highlight-removal.

Keywords: Specular highlight detection and removal - Medical image
inpainting - Two-stage strategy network.

1 Introduction

In modern surgical procedures, particularly in endoscopic and ophthalmic surg-
eries, precise visual information is crucial for surgical success. However, intense
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illumination often induces specular highlights in moist and smooth human tissues
and surgical instruments [20]. These highlights obscure critical details, impair
surgeons’ visual perception, and reduce surgical precision and safety [13]|. There-
fore, the detection and removal of specular highlights have become a significant
research focus. Traditional specular highlight detection methods primarily rely
on color threshold segmentation [12,22], which analyzes color channels to lo-
cate highlight regions. However, these approaches are highly sensitive to lighting
variations, exhibit inconsistent performance in complex scenarios, and require
extensive parameter tuning. In contrast, deep learning-based approaches pro-
vide more robust highlight detection and improved accuracy [8, 18]. Specular
highlight removal methods generally fall into filtering-based and optimization-
based techniques. Filtering-based methods suppress highlights via various fil-
ters [13,19], yet they often fail to restore fine textures, leading to inconsistencies.
Optimization-based methods typically seek an optimal balance between highlight
removal effectiveness and image quality preservation by carefully designing objec-
tive functions. However, these methods exhibit limitations in handling complex
textures or highly reflective surfaces. Recently, deep learning-based approaches
have been introduced for specular highlight removal [9,24], demonstrating supe-
rior generalization capabilities and enhanced restoration quality. However, these
methods heavily rely on large-scale training datasets, which are relatively scarce
in the medical imaging domain, making it challenging to accurately learn the
structural features of highlight regions. Therefore, the primary challenge in cur-
rent specular highlight removal research lies in accurately detecting highlight
regions and generating realistic restoration results, ensuring a natural transi-
tion between highlight and non-highlight regions. In response to the challenges
mentioned above, the main contributions of this paper are as follows:

Construction of Medical Scene Datasets: To address the scarcity of
medical highlight data, we construct four medical-scene highlight datasets cov-
ering typical surgical scenarios (ocular surface, fundus, surgical instruments,
and specular highlights on endoscopic tissue surfaces.). Additionally, two pub-
licly available datasets are incorporated to enhance experimental comparability
and validate the model’s generalizability, thereby improving adaptability across
different surgical environments.

Improved Accuracy in Specular Highlight Detection and Removal:
We propose a hierarchical feature attention network(HFA-Net) that effectively
distinguishes specular highlights from normal white regions, improving detec-
tion accuracy. Simultaneously, our approach removes highlights while preserving
image structures, reducing edge blurring and information loss.

A more realistic restoration effect: This paper adopts a two-stage strat-
egy, where the first stage detects and removes specular highlights, and the second
stage restores the highlight-free regions, ensuring smoother transitions and im-
proved texture consistency. Experimental results demonstrate that the proposed
method outperforms existing approaches in both subjective visual quality and
objective evaluation metrics.
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Fig. 1. The overall architecture of the proposed two-stage specular highlight detection
and removal network. The lower half of the image shows the HFA module.

2 Method

Improved Dichromatic Reflection Model. The dichromatic reflection model
is a widely used reflection decomposition framework in highlight removal and im-
age restoration tasks [15]. To adapt this model for medical imaging scenarios, we
propose an improved Dichromatic Reflection Model and adopt a two-stage spec-
ular highlight detection and removal strategy. A highlight mask M is introduced
to distinguish between highlight and non-highlight regions, formulated as:

DCoarse:IQ(l_M)+(I_S)®M (1)

where Dgoarse denotes the highlight-free image obtained in the first stage, I
denotes the input image, S denotes the specular reflection component in the
highlight regions, and ® represents the Hadamard product. This formulation
serves as the foundation for the first-stage network in specular highlight detection
and removal.

HFA-Net and Lama (Large Mask Inpainting). To address specular
highlights in medical images, we adopt a two-stage strategy for precise detection
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and removal, as illustrated in Figure 1. In the first stage, we propose the HFA-
Net, which employs an encoder-decoder architecture integrating the HFA mod-
ule, convolutional blocks, and Partial Mask Convolution (PMConv) for highlight
detection and preliminary removal. The HFA module consists of Spatial Shift
and Split Attention MLP (S?MLP) [23], Dual-Flow Attention (DFA), and Scale-
Feature Fusion (SFF). The S?2MLP enhances global feature modeling through
spatial shift and split attention mechanisms but has limitations in extracting
fine-grained details. The DFA incorporates a dual-branch depthwise separable
convolution mechanism to effectively capture local details [5], complementing
the limitations of S2MLP. The SFF integrates multi-scale features through up-
sampled concatenation and convolutional operations, enhancing the analysis of
complex structures and boundary regions. To reduce background interference
and computational cost, we improve the Partial Convolution method [4] by in-
troducing PMConv, which performs convolution only in highlight regions. After
feature extraction, the model generates the highlight mask M, and computes the
specular component S, Finally, it restores the preliminary highlight-free image
D¢ ogrse using PMConv.

To address the issue of abrupt boundaries caused by feature discrepancies
between highlighted and non-highlighted regions (e.g., the unnatural transition
between normal tissue and pathological areas), we employ LaMa to refine the
preliminary result. Specifically, LaMa takes as input the mask M generated
and Dc¢oarse by HFA-Net, and leverages its large receptive field architecture to
enhance the continuity of transitions between regions(For further details, see
[17]). Furthermore, to mitigate the mismatch between the inpainted region and
the surrounding tissue—resulting from HFA-Net’s complete boundary detection
but insufficient contextual information, we apply a morphological dilation to
the mask M to generate an expanded mask, Mp;jation. This expanded mask,
together with Deoarse, is then fed into LaMa. By increasing the receptive field,
the model is guided to integrate additional structural and contextual features,
thereby enhancing the textural consistency between the inpainted region and its
surrounding tissue.

Loss Functions. To optimize specular highlight detection and removal in
the first stage, we design corresponding loss functions to improve detection ac-
curacy and removal effectiveness. For highlight detection, we employ Binary
Cross-Entropy (BCE) loss to minimize the discrepancy between the predicted
highlight mask M and the ground truth mask Mg;:

N

Lacr = —— Z [ gt,i log(M;) + (1 — Mgy ;) log(1 — M;) (2)

For highlight removal7 we adopt Ly loss (Mean Squared Error, MSE) to
measure the pixel-wise difference between the restored image D and the ground
truth highlight-free image I.jcqn:

N
Z - clean,i)2 (3)

2 \
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Fig. 2. Examples of dataset samples, covering endoscopic and ophthalmic surgical sce-
narios, including two public datasets and four custom-built datasets.

The total loss function integrates both specular highlight detection and re-
moval losses to optimize overall performance:

Liotal = MLecE + XL, (4)

where A\; and Ao balance the contributions of specular highlight detection and
removal. In our experiments, we empirically set Ay = 1 and Ay = 10.

3 Experiments

Dataset. As illustrated in Figure 2, to evaluate the generalizability of our
method across diverse surgical scenarios, we constructed four task-specific datasets
from endoscopic and ophthalmic surgical video streams following the approach
in [7]: the External Retinal Injection Dataset (ERID), Fundus Retinal Injection
Dataset (FRID), Surgical Instrument Highlight Dataset (SIHD), and Hemifa-
cial Spasm Surgery Dataset (HSSD). Additionally, we incorporated two publicly
available datasets: the CVC-Clinic Dataset (CVCD) [3] and the Hamlyn Rec-
tified Dataset(HRD) [14]. All datasets were uniformly preprocessed and parti-
tioned into training and testing subsets using a 75%/25% split, with no further
fine-tuning or separate validation sets. Each task-specific dataset comprises over
10,000 samples, and each sample includes four image types: the specular image,
the highlight-free image, the highlight intensity map, and the highlight mask.
Implementation details. The algorithm was implemented in PyTorch us-
ing an NVIDIA RTX 4070 GPU. The network was trained for 100 epochs with
a batch size of 8 and an initial learning rate of le-5, using the ADAM opti-
mizer [11]. Learning rate decay was applied periodically to prevent overfitting.
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Fig. 3. Visual comparison of our method with different highlight detection methods
on different datasets.

Table 1. Specular highlight detection performance on the FRID and HRD datasets.

FRID HRD

Method Precision Recall IoU |Precision Recall IoU
Arnold et al. [2]| 0.1518 0.3335 0.1165| 0.6633 0.7917 0.5647
Akashi et al. [1]| 0.4922 0.8692 0.4583| 0.4291 0.5201 0.3074
Fu G et al. [6] 0.8615 0.7288 0.6524 | 0.1484 0.6200 0.1360
Fu G et al. [7] 0.8809 0.9279 0.8245| 0.7919 0.9086 0.7335
Hu K et al. [10]| 0.2998 0.1627 0.1179| 0.2836 0.3781 0.1934
Ours 0.9324 0.9832 0.9178| 0.9671 0.8587 0.8343

Specular Highlight Detection Comparison and Evaluation. We con-
ducted comparative experiments with the methods of Arnold et al. [2], Fu G et
al. [6,7], Akashi et al. [1], and Hu K et al. [10]. The experiments were conducted
on six different datasets. As shown in Figure 3, our method demonstrates supe-
rior performance in boundary misjudgment, white region confusion, and specular
highlight integrity. Existing methods tend to misclassify specular highlight re-
gions or lose some highlight information in complex scenarios. In contrast, our
method ensures precise highlight region detection while effectively reducing false
detections through more accurate feature extraction and attention mechanisms,
making it applicable to various types of image data. As shown in Table 1 and
Table 2, our method maintains high performance in terms of Precision, Recall,
and Intersection over Union (IoU), as well as Accuracy (ACC) and Matthews
Correlation Coefficient (MCC), demonstrating a stronger ability to distinguish
specular highlight regions from non-specular areas.

Specular Highlight Removal Comparison and Evaluation. As shown
in Figure 4, we compare our method with those of Shen and Zheng [16], Fu G et
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Table 2. ACC and MCC of specular highlight detection across six datasets.

HRD HSSD CVCD ERID FRID SIHD

Method Acc IMCC| Acc [MCC| Acc [MCC| Acc |MCC| Acc [MCC| Acc | MCC
Arnold et al. [2]{0.94] 0.72 {0.89] 0.71 |0.95| 0.68 {0.94| 0.76 [0.69| 0.37 |0.94| 0.74
Akashi et al. [1]]0.94] 0.46 [0.38] 0.10 |0.94| 0.77 |0.55| 0.14 [0.49| 0.65 |0.80 | 0.54
Fu G et al. [6] [0.74] 0.35 [0.50| 0.63 |0.97| 0.54 {0.48| 0.54 [0.96| 0.54 |0.94| 0.79
Fu G et al. [7] [0.95| 0.84 [0.90| 0.80 |0.97| 0.91 {0.80| 0.31 [0.95| 0.90 |0.70|0.84
Hu K et al. [10]]0.69| 0.27 [0.50| 0.06 |0.90| 0.40 {0.27| 0.14 |0.23| 0.24 |0.92| 0.65
Ours 0.96/0.88 |0.97|0.82|0.98/0.97 |0.95| 0.84 |0.98| 0.98 |0.97| 0.83

Shen and Akashiet Yamamot FuGet Arnoldet HuKet GuoXet FuGet
Zheng al. oetal al. al. al. al. al.

Input GT Ours

Fig. 4. Visual comparison of our framework against other methods.

al. [6,7], Akashi et al. [1], Yamamoto et al. [21] , Arnold et al. [2] , Guo X et al. [9],
and Hu K et al. [10] on six different datasets. Our method demonstrates superior
performance in artifact suppression, background consistency, and specular high-
light texture restoration, avoiding common issues in existing methods such as
black artifacts, background inconsistency, and unnatural texture reconstruction.
As shown in Table 3, our method achieves higher SSIM and PSNR scores than
existing approaches, demonstrating enhanced specular highlight removal and vi-
sual quality restoration. Compared with traditional methods [1,2,6,16,21], our
method effectively removes highlights while better preserving image details and
structural information, avoiding excessive smoothing and color distortion. In
comparison to deep learning-based methods [7,9,10], our model removes com-
plex highlights while effectively reducing artifacts and maintaining structural
integrity.

Ablation study. To verify the effectiveness of the proposed network ar-
chitecture in the highlight removal task, we designed five baseline ablation ex-
periments. As shown in Figure 5, Net5 achieves the most realistic visual perfor-
mance in highlight removal. Net1 adopts a basic encoder-decoder architecture,
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Table 3. Quantitative results of our framework against other methods.

HSSD ERID FRID SIHD HRD CVCD
Method PSNR|SSIM|PSNR|SSIM |[PSNR|SSIM|[PSNR|SSIM |PSNR|SSIM |PSNR|SSIM
Shen and Zheng [16] | 24.25 | 0.69 | 30.76 | 0.66 | 28.48 | 0.32 | 24.75 | 0.65 | 24.76 | 0.69 | 32.96 | 0.74
Akashi et al. [1] 26.47|0.71 | 33.16 | 0.82 | 28.62 | 0.33 | 30.26 | 0.62 | 23.67 | 0.78 | 33.28 | 0.72
Yamamoto et al. [21]] 28.13 | 0.47 | 29.05 | 0.80 | 31.41 | 0.84 | 25.39 | 0.84 | 26.23 | 0.72 | 29.27 | 0.63
Fu G et al. [6] 31.26 | 0.82 1 28.83 ] 0.73 | 28.86 | 0.40 | 25.03 | 0.62 | 29.06 | 0.65 | 31.95| 0.83
Arnold et al. [2] 30.12| 0.86 | 33.14 | 0.84 | 29.01 | 0.38 | 27.93 | 0.67 | 32.28 | 0.86 | 32.26 | 0.88
Hu K et al. [10] 32.43|0.89 32.24 ] 0.82 | 27.99 | 0.34 | 28.51 | 0.72 | 28.30 | 0.84 | 31.83| 0.82
Guo X et al. [9] 29.43|0.84 126.43 | 0.77 | 23.94 | 0.78 | 23.58 | 0.62 | 28.78 | 0.83 | 24.43 | 0.73
Fu G et al. [7] 30.73| 0.44 | 32.37] 0.84 | 26.47 | 0.64 | 28.09 | 0.74 | 28.84 | 0.86 | 34.02 | 0.85
Ours 35.78/0.91 (38.85|0.90 |34.26| 0.88 |31.55| 0.88|33.42|0.89 |37.13|0.94

Input

Fig. 5. Ablation study for our method. The second row presents a magnified view of
the region highlighted by the yellow box.

extracting M and Dc¢oerse through convolution and PMconv. However, due to
the absence of advanced attention mechanisms, its capability in detail recovery is
limited. Net2 introduces S2MLP and DFA to enhance feature extraction. Net3
further incorporates SFF for multi-scale feature fusion, enhancing boundary re-
gion analysis and making highlight removal more natural. Net4 integrates the
LaMa network to refine M and Dcoqrse, improving visual consistency, though the
enhancement over Net3 is relatively limited. Net5 further expands M, ultimately
achieving the highest PSNR and SSIM, ensuring optimal highlight removal and
texture restoration, as shown in Table 4.

Table 4. The PSNR and SSIM results of our ablation study.

Metri

c|Netl

Net2

Net3

Net4 | Netb

PSNR (27.80

SSIM

0.71

35.20
0.93

38.75
0.94

39.20{43.20
0.94| 0.98

4 Conclusion

This paper proposes a hierarchical feature attention-based two-stage method for
specular highlight detection and removal, effectively improving detection accu-
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racy and restoration naturalness. To address the scarcity of medical highlight
data, we construct four medical highlight datasets and incorporate publicly
available datasets to enhance model generalization. We then introduce HFA-
Net, integrating S2MLP, DFA, and SFF, along with PMConv for highlight de-
tection and preliminary removal. Under the two-stage restoration strategy, the
preliminary restored image Dcoqrse 1S further refined using LaMa, with mask ex-
pansion to enhance contextual awareness and texture consistency. Overall, our
results demonstrate that the proposed method surpasses existing approaches in
both visual quality and objective metrics. Future work will focus on designing
lightweight models for real-time deployment and exploring domain adaptation
techniques to enhance generalization across diverse medical imaging conditions.
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