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Abstract. Forecasting surgical instrument trajectories and predicting
the next surgical action recently started to attract attention from the
research community. Both these tasks are crucial for automation and as-
sistance in endoscopy surgery. Given the safety-critical nature of these
tasks, reliable uncertainty quantification is essential. Conformal predic-
tion is a fast-growing and widely recognized framework for uncertainty es-
timation in machine learning and computer vision, offering distribution-
free, theoretically valid prediction intervals. In this work, we explore the
application of standard conformal prediction and conformalized quan-
tile regression to estimate uncertainty in forecasting surgical instrument
motion, i.e., predicting direction and magnitude of surgical instruments’
future motion. We analyze and compare their coverage and interval sizes,
assessing the impact of multiple hypothesis testing and correction meth-
ods. Additionally, we show how these techniques can be employed to
produce useful uncertainty heatmaps. To the best of our knowledge, this
is the first study applying conformal prediction to surgical guidance,
marking an initial step toward constructing principled prediction inter-
vals with formal coverage guarantees in this domain.
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1 Introduction

Surgical guidance is a key challenge in computer-assisted interventions, aim-
ing to support surgeons during procedures. In neurosurgery, neuronavigation
systems are commonly used to enhance spatial orientation, providing clinicians
with valuable real-time information during procedures [8/12]. Recent advances in
machine learning have opened opportunities to obtain a comprehensive under-
standing of the surgical scene and provide guidance in the form of surgical phase
recognition, anatomy detection, workflow recognition and more [SI3IT3IT6I2T].

4 The code is available [at this link.
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In addition, very recent efforts have been made to provide surgical guidance
through surgical instrument trajectory forecasting [I7].

This type of prediction has multiple applications, primarily advancing sur-
gical assistance beyond self-orientation by anticipating the next movement and
providing real-time guidance. Furthermore, forecasting as proposed in [I7] can
enable unsupervised extraction of best surgical practices from expert surgeons,
simply by leveraging large video databases maintained by several institutions.
These algorithms could enhance training and guidance for less experienced sur-
geons and potentially serve as a foundation for autonomous surgery.

However, accurately forecasting surgical instrument trajectories is inherently
challenging, as it requires predicting future motion. Due to temporal extrapo-
lation, this process introduces an additional layer of uncertainty, which must
be carefully accounted for when deploying machine learning-based forecasting
algorithms [20/19]. Ensuring safe usage, as well as fostering trust and acceptance
among clinicians [24], requires mechanisms to quantify and visualize this uncer-
tainty. A valuable, and arguably essential, tool in this regard would be an un-
certainty map, for instance in the form of a heatmap. Such a visualization could
highlight potential future locations of the surgical instrument, while providing
information about the uncertainty in these regions. Beyond assisting surgeons,
uncertainty maps can guide automated surgical systems in risk assessment, e.g.
choosing the best motion within an area with a maximum user-specified uncer-
tainty level.

To ensure that such uncertainty maps are reliable and theoretically solid,
uncertainty quantification through Conformal Prediction (CP) [IJI4/11] can be
employed. Crucially, CP can provide distribution-free, model-agnostic and the-
oretically valid predictive intervals (PIs) for the predicted trajectories. These
intervals are guaranteed to contain the true outcome with a user-specified prob-
ability 1 — o under mild assumptions. When applied to surgical trajectory fore-
casting, CP generates uncertainty maps that can build trust in automated sys-
tems and support real-time decision-making by guaranteeing desired confidence
levels for predicted actions. Specifically, the most popular variant, Split CP [14],
ensures statistical validity by leveraging the predictions on a calibration set to
determine PIs for new test samples. Alternative methods for uncertainty cali-
bration or quantification, such as temperature scaling [7], Monte Carlo Dropout
[4] or Deep Ensembles [9], can adjust the softmax probabilities produced by
neural networks to provide pseudo-confidence levels, however, they lack robust
guarantees that conformal prediction can provide.

While CP has been increasingly explored in medical imaging applications
[6IT012], to the best of our knowledge, its application in the surgical setting
remains unexplored. Integrating CP-based uncertainty quantification could be an
important step toward developing more reliable and interpretable deep learning
models for real-time decision-making during surgery.

Contributions. In this paper, we apply conformal techniques to the chal-
lenging task of forecasting surgical instrument trajectories in endoscopic video
sequences. Building on [I7], which predicts the next instrument position relative
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to the last observed frame, we extend this framework by separately quantifying
uncertainty in both the angle and magnitude of the predicted motion vector, en-
suring that the ground truth statistically falls within the PIs with a user-specified
probability 1 — a. We show that independently constructed Pls fail to maintain
valid joint coverage, as expected from hypothesis testing theory [25], and address
this with multiple-testing corrections. We systematically compare split CP and
conformalized quantile regression [I5] on a pituitary surgery dataset, analyzing
coverage and PI widths. Additionally, we demonstrate how these PIs enable un-
certainty heatmaps with statistical guarantees (Figure . Finally, we discuss the
challenges of maintaining valid coverage in real-world surgical data and highlight
the potential of CP in surgical forecasting, highlighting its potential in surgical
forecasting and encouraging further exploration in this direction.

2 Methods

2.1 Problem definition

In this work we build our task and models consistently with [I7]. Essentially,
this framework processes a sequence of endoscopic frames, which we denote as
St = Ti_git ‘= {xT}izt_d with =, representing a frame at time 7 and d is the
sequence length. These sequences are processed by an object detection model
which detects anatomical structures and the surgical instrument for every frame
in s;. The detections are then fed into a model that consists of an encoder which
maps them to a latent representation z;. Subsequently, this latent representa-
tion is processed by a decoder that predicts the changes relative to frame ¢ in
the bounding box locations and sizes of the surgical instrument for the next h
frames. Each bounding box is represented by four coordinates, namely the center
coordinates of the box and the corresponding height and width.

In this work we focus on the center coordinates of the instrument bounding
box and discard the changes in box width and height. The changes in the A future
bounding box centers are modeled by a single overall movement vector, which is
the vector sum of relative changes between successive frames. We refer to it as
v for the ground truth (GT) vector, and as ¥ the predicted vector. Effectively,
v represents the change in bounding box center between frame ¢t and ¢ 4+ h, and
v its prediction. The vector v, as well as its prediction, can be described with
its phase Zv, measured relative to the positive z-axis, and magnitude ||v||. This
separation of direction and scale provides a more interpretable representation
for analyzing the predicted motion. We aim to build uncertainty intervals for Zo
and ||9]], which are guaranteed to contain the ground truth Zv and ||v|| with at
least a user specified probability 1 — «, with the aid of conformal procedures.

2.2 Background on Conformal Prediction

We consider the standard split conformal prediction (CP) setting [I], where a
dataset is split to obtain a hold-out calibration set Do = {(fi,v:)}’, in a
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problem where f represents input features and y the prediction. Given a new
test point f,11 we seek to predict y,; while assuming Do U (fra1, Ynt1) is
exchangeable, i.e., its joint distribution is invariant under permutation, implying
identically distributed but not necessarily independent samples. The goal is to
construct a prediction interval PI, that contains y,+; with at least probability
of 1 — «, where « € (0, 1) is a user-specified error rate.

Procedure. We first define a non-negative conformity score R(f,y) for each
sample in D.y;, quantifying the discrepancy between the predicted value g; and
the ground truth y;.

We compute Q1o = (1 — «) (1 + ﬁ) -th empirical quantile of {R; : i €

De¢ai}. The PI for a test sample is then: PTy = [Jn41 — Q1—as nt1+Q1—a). This
interval is guaranteed to satisfy the desired marginal coverage 1 — o [25], i.e.

P (yn+1 € Pla(fns1)) > 1—a. (1)

The marginal coverage represents the proportion over the test dataset for which
the true outcome falls within the PI, ensuring a user-specified confidence level,
e.g., 70%. We refer to it simply as coverage.

In our task of instrument trajectory forecasting, we define PI, as a range
of angles or magnitudes to contain the phase or magnitude of the GT vector v
with a user-specified coverage level 1 — a.. We further define a joint interval that
considers both the phase and the magnitude at the same time, taking into ac-
count multiple testing corrections. Figure [T]a illustrates qualitative PIs for both
magnitude and phase, treated independently. In the next Subsection we describe
the algorithms more formally for our setup, focusing on the angle prediction; the
same algorithms also hold for the magnitude prediction.

2.3 Conformal strategies for surgical tool trajectory forecasting

future instrument location
= GT vector of the future
instrument location

= Current instrument
position

= Pl for the angle

=PI for the length

= PIs for the angle and
length jointly, non-corrected

/1 = Forecast vector of the \
;r

»= Corrections of Pls for

multiple tests, to recover the
joint desired coverage

Fig. 1. Qualitative illustration of how Conformal Prediction (CP) for instrument tra-
jectory forecasting. a): CP applied independently to the angle and the length. b): Joint
intervals obtained by merging the independent ones without corrections, here failing to
cover the angle. ¢): Multiple-test corrections restore valid coverage for both quantities.
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Split Conformal Prediction. Let us consider an exchangeable dataset
D41, composed of a set of video sequences sy, ..., Sy, their corresponding ground
truth motion vectors vq, ..., v, and the corresponding predicted vectors 01, ..., Uy,.
Let s,41 be a new test example drawn from the same distribution as the samples
in D.q . For a regression problem as ours, split CP [I] computes the conformity
scores as the absolute error residuals, for instance for the angle RS = |Zv; —
Z0i],i € Deq. For a desired coverage 1 — a, we compute the quantile of the
empirical distribution of the absolute residuals

Ql,a(RCP, Dear) == (1—a) (1 + ) -th empirical quantile of {RiCP 21 € Dear}-

1
|Dcal|

Then, the prediction interval for the angle for the new sample s, 11 is given by

PIa(sn+1) = [L@n—&-l - Ql—a(RCPa Dcal)v Z@n—&-l + Ql—a(RCPa Dcal)} )

where Z0,,41 is the predicted angle and the PI satisfies the marginal coverage
guarantee P (Lv,11 € Ply(sp41)) > 1 — .

Conformalised Quantile Regression (CQR). To produce more adaptive
intervals for the desired coverage 1—a, we also explore how CQR [I5] performs in
our setting. First, CQR employs regression networks Q(s) that need to be trained
on a training set Di.qin with a pinball loss [15], to produce lower and upper
quantile predictions denoted with {qa(s),d1—2(s)}, respectively. The pinball
loss is defined as:

Laly ) = {““’ %) fy=9>0, 2)

(1-a)(y—y) otherwise

Then, CQR computes the conformity scores that quantify the error made by the
two regressed quantiles as RiCQR = max{(j% (8i) — ZLvi, Lu; — qi-g (si)},% € Dear-
Finally, given a new input s,,41, we construct the prediction interval for v, as

PIoc(Sn+1) = [Q% (SnJrl) - Qlfa(RCQRa Dcal)7quf%(sn+1) + Qlfa(RCQRa Dcal)} .

This interval also satisfies P (Zv,41 € Ply(Sp41)) = 1 — a while providing
sample-adaptive Pls.

2.4 Multiple testing corrections

So far, we have discussed how to apply conformal procedures to a single quantity
at a time, namely the phase (or similarly the magnitude) of the forecast vector
in our setting. A natural extension is to construct a joint predictive interval
that simultaneously accounts for both quantities. A straightforward approach to
obtaining such a joint interval is to compute the intersection of the individually
obtained PIs. However, this approach introduces multiple testing issues, as the
probability of at least one quantity falling outside the joint interval increases,
reducing the overall coverage guarantee [25]23]. In our application, it would mean
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that only one of the two PIs—either for phase or magnitude— would successfully
cover the GT vector. An example is qualitatively presented in Figure [[]b. As a
consequence, this results in an effective coverage guarantee of at most (1 — k- «),
with number of tests kK = 2 in our case, rather than the desired (1 — «). We refer
to [23] for a mathematical proof.

Various correction techniques have been proposed in the literature on in-
dividual test level to restore valid coverage guarantees [I8I2822/26]. Figure c
provides a qualitative example of how the joint coverage could be restored thanks
to quantiles corrections, for a case where originally only the magnitude of the
vector was successfully falling in the PI. The most commonly used Bonferroni
correction [26] proposes to select a new o = /k on individual tests, in order
to effectively guarantee a global coverage 1 — o. We also explore a less conserva-
tive variant of it, called Sidak correction [28], that sets acorr =1 — (1 — o)k,
that assumes independence across tests. Finally, we explored the Max-Rank cor-
rection, which operates directly on the ranking of nonconformity scores across
all variables. It ensures that the worst-case (i.e., maximum) ranked score across
all tests is used for constructing the prediction interval. To apply it to our setup,
we scaled the conformity scores of angles and length to the range [0, 1] to make
them comparable and finally scaled them back to their original range.

3 Experiments

Dataset. The dataset consists of 144 pituitary surgery videos (transsphenoidal
adenomectomy) from unique patients, collected over a 10-year period across
multiple centers using various endoscopes under general research consent. Expert
neurosurgeons annotated 16 classes—15 anatomical structures (typically one per
video) and 1 surgical instrument class (comprising multiple instruments). 77
videos (approx. 10,000 labeled images) were used to train and validate a YOLO
[27] object detection backbone. The trained object detection model was used to
detect the anatomy and instruments in each frame of 57 videos, which then served
to train and validate a surgical action forecasting model. The remaining 10 videos
were reserved for testing; all test frames were processed by the detection model
to form the final test set. The 57 videos training set is also used to fine-tune the
CQR heads and the validation set for CQR model selection. The test set is further
split into 6 patients for calibrating the conformal procedures and 4 patients for
evaluation on unseen patients. As the calibration dataset is randomly sampled
and predictions are made independently for each sequence without memory, the
exchangeability assumption required for conformal predictions holds.
Forecasting network. We adopt the architecture from [I7], consisting of a
transformer encoder and three fully connected layers, producing a 16-dimensional
latent representation z;. A single linear layer serves as the decoder. Given 64
input frames, the model predicts the next 8-frame trajectory, with a regression
error of 47° for angle and 0.2 for length, normalized to the image dimensions (h,
w).
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CP Angle and Length joint CP Angle and Length joint

Current Frame CP Angle intervals, non corrected intervals, corrected

CQR Angle and Length joint CQR Angle and Length joint
Future Frame CQR Angle intervals, non corrected intervals, corrected

Fig. 2. Heatmaps from CP (top) and CQR (bottom). The black vector denotes the GT
trajectory. Target coverage ranges from 10% (yellow) to 80% (blue). Left: Angle-only
intervals—CQR, yields sharper intervals and better coverage than CP. Center: Joint
intervals without correction—coverage fails as expected. Right: Sidak-corrected joint
intervals—recalibration restores validity, with CQR providing tighter bounds.

CQR network. Like in [23], we keep the pre-trained encoder frozen and train
four quantile regression heads for CQR, to predict the quantiles {¢a (s),q1-2 },
for both the vector angle and magnitude. The architecture consists of four fully
connected layers with ReLU activations, batch normalization, and dropout reg-
ularization. The output layer produces predictions for the two quantiles across
two distinct regression tasks (angle and magnitude), corresponding to the two
conformal tests applied. Given the challenges of angle quantile regression, we
found that predicting the angle difference between the forecast and ground truth
performs better than regressing the angle directly. To enforce meaningful pre-
dictions, the angular outputs are mapped to the range [—m, 7] using a tanh
transformation, while the magnitude outputs are constrained to [0, /2] using a
sigmoid activation. The two new decoders are trained with a pinball loss [15] for
500 epochs.

Computational overhead. CP is a post-hoc method, adding minimal com-
putational overhead as it only requires threshold computation on the validation
set. CQR is similarly efficient, integrating lightweight regression heads with min-
imal impact on inference speed. Given these properties, conformal techniques are
well-suited for real-time surgical guidance, providing rigorous uncertainty quan-
tification without compromising inference speed.

Protocol and Metrics. We assess CP and CQR for angle and magnitude
predictions independently. Then, we first demonstrate that directly combining
these independent PIs fails to guarantee the desired joint coverage. To address
this, we apply Bonferroni (Bonf.), Sidak, and Max-Rank corrections to restore
valid coverage. Performance is evaluated in terms of empirical coverage, which
should align with the target level, and PI width, which should be minimized while
maintaining valid coverage. To account for variability of (marginal) coverage,
each experiment is repeated 20 times with shuffled calibration and test sets, and
we report the mean and standard deviation of the results.
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4 Results

We report results for target coverages of 60% and 70% in Table [1] In general,
CQR generates more precise PIs compared to CP. This is due to the quan-
tile networks’ ability to adaptively learn the data distribution for the specified
intervals. In contrast, CP utilizes fixed thresholds derived from the calibration
set, independent of the input. Noticeably, conformalization of length alone shows
higher variability, especially for CP, likely due to the inherent noise in real-world
surgical datasets. This variability arises when instruments are removed from the
scene, introducing fluctuations in vector magnitude. For joint intervals, as ex-
pected from theory, coverage drops significantly (by 25-30%) without multiple-
test corrections. Applying corrections successfully restores coverage, particularly
for CQR, while naturally increasing PI sizes to ensure joint validity.

Table 1. Empirical coverage and PI sizes for target coverage of 60% and 70%. CQR
generally yields smaller PIs for single tests (bold) and most of corrected joint tests. As
expected, uncorrected joint coverage drops significantly but is restored with corrections.

| Target Coverage — 60% ‘ Target Coverage — 70%

Method
|Coverage (%) PI Size (|) |Coverage (%) PI Size (|)
CP angle 59.7 + 3.7 78.5°+ 3.6° 69.8 + 2.3 111.9° + 3.4°
CQR angle 59.5+ 3.5 69.3° + 3.1° 694 + 28 103.5° + 3.4°
CP length 59.5 £ 12.1 0.25 £+ 0.03 67.9 &£ 12.9 0.31 £0.04
CQR length 60.4 + 9.5 0.19 £+ 0.02| 69.2 + 9.8 0.24 + 0.03
CP joint, non corr. 31.0 £ 7.7 — 43.8+ 9.0 -
CQR joint, non corr. 332+ 54 - 45.8 £ 6.9 -
CP joint, Bonf. corr. 59.3 + 84 169.8°, 0.41 67.8 + 6.4 211.6°, 0.5
CQR joint, Bonf. corr. 61.5 + 6.6 165.9°, 0.17 70.0 6.0 212.7°,0.21
CP joint, Sidak corr. 55.2 + 8.7 151.8, 0.38 654+ 7.7 200.0°, 0.46
CQR joint, Sidak corr. 57.2 + 6.9 144.2°, 0.15 67.7 £ 6.2 200.5°, 0.19
CP joint, Max-Rank corr. 58.2 £ 7.9 105.7°, 0.83 68.3 £ 7.7 206.4°, 0.48
CQR joint, Max-Score corr.| 59.0 £+ 4.2 75.2°, 0.59 68.9 + 4.0 204.8°, 0.20

Uncertainty heatmaps with guarantees. Figure [2 presents heatmaps of the
PIs at target coverages between 10% and 80%, that could be implemented in a
surgical navigation system. They are generated by overlaying uncertainty regions
for different o values. CQR generally provides intervals that better centered
around the GT vector, improving coverage for both the angle individually and
for the joint predictions. For the joint intervals, CP provides too large length
quantiles, that result in not having an annular sector, when compared to CQR.
Finally, the corrected intervals, compared to the uncorrected ones, are more
centered around the GT vector head, translating to higher coverage.
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5 Conclusion

This work demonstrated the potential of conformal techniques for uncertainty
quantification in surgical instrument trajectory forecasting. By modeling uncer-
tainty in both angle and magnitude, we ensure PIs for the predicted trajectory
with statistical guarantees. Our results show that CQR yields more precise Pls
with lower variability than CP, and multiple-test corrections restore empirical
joint coverage. We also illustrate how these intervals enable meaningful uncer-
tainty maps for surgical guidance. Future work includes e.g. extending to autore-
gressive models, while addressing complexities like exchangeability violations.
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