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Abstract. Cervical cancer remains a leading cause of cancer-related
mortality among females globally, with diagnosis primarily relying on
multi-sequence magnetic resonance imaging (MRI). However, existing
Multi-modal Large Language Models (MLLMs) struggle with process-
ing 3D multi-sequence inputs due to high computational complexity and
inefficient long-sequence modeling. To this end, we present Cervical-
RG, which, to the best of our knowledge, this is the first framework
that utilizes 3D multi-sequence MRI images for automated report gen-
eration. International Federation of Gynecology and Obstetrics (FIGO)
staging, which plays a critical role in cervical cancer management, is
also incorporated into the report. The workflow consists of (1) image
diagnosis generation. (2) Chain of Thought (CoT)-guided FIGO stag-
ing with rationale, and (3) cross-stage consistency verification. Mean-
while, the entire pipeline simulates the collaborative diagnostic process of
multi-disciplinary experts in clinical practice. Besides, we propose a novel
model to handle multi-sequence inputs, comprising a volumetric multi-
sequence encoder and a Mamba-Transformer hybrid decoder, which inte-
grates global attention with selective state-space modeling to effectively
handle long-range dependencies and spatial relationships. To validate
our method, we curate Cervical-MD—a multi-modal dataset compris-
ing 3,137 volumetrically aligned MRI-report pairs across five sequences
(ADC, T1CA, T1CS, T2A, T2S), annotated by two radiologists. Exper-
imental results demonstrate state-of-the-art performance in automated
cervical cancer report generation. Our codes will be open-sourced soon.
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1 Introduction

Cervical cancer is among the most prevalent cancers in females worldwide, rank-
ing as the fourth leading cause of cancer-related deaths globally. Early diagnosis
is vital for improving cure rates. Automated image report generation technology
can enhance diagnostic efficiency, minimize human errors, and deliver standard-
ized reports for large-scale screenings. Doctors typically rely on multi-sequence
MRI images for cervical cancer diagnosis, while due to scarcity of publicly avail-
able datasets, current research on multi-sequence images primarily focuses on
classification [11, 12, 17] and segmentation [16, 18, 22] tasks, with limited explo-
ration into high quality report generation.

In recent years, Multi-modal Large Language Models (MLLMs) have demon-
strated outstanding performance in generating text that aligns closely with visual
features, thus providing strong support for report generation tasks. Existing 2D
MLLMs [14, 19, 25, 28] have proven to be powerful tools for report generation
by fine-tuning on medical image-text pairs. However, they fail to fully lever-
age the rich spatial information in 3D MRI images, limiting their ability to
accurately extract geometric priors such as tumor location, size, and other rele-
vant characteristics. Recently, many impressive works, such as CT2Rep [7] and
M3D-LaMed [3], have extended models to the 3D domain, achieving superior
results. However, utilizing multi-sequence 3D MRI inputs for report generation
has remained largely unexplored, mainly due to the absence of datasets and the
substantial computational resources required for model training.

To this end, we have collected the Cervical-MD dataset, which includes
3,177 cases of cervical cancer patients from seven tertiary hospitals. The dataset
consists of five 3D MRI sequences for each patient, along with their corresponding
imaging diagnoses, and staging information labeled according to the FIGO 2018
criteria [6]. This is the first multi-modal dataset for cervical cancer. Additionally,
we propose the Cervical-RG framework for report generation. Beyond generat-
ing image diagnosis, we also integrate FIGO staging prediction into the report,
which provides more clinically relevant information and helps to identify poten-
tial high-risk patients. To enhance clinical interpretability, we divide the report
generation process into three phases: image diagnosis generation, FIGO stag-
ing, and cross-stage consistency verification. In each phase, the domain-specific
expert takes on a key role, mirroring the collaborative workflow in clinical prac-
tice. The radiologist specializes in generating imaging diagnoses, which entails
producing descriptive findings from medical images and emulating the interpre-
tation of tumor characteristics and associated abnormalities from multi-sequence
imaging, guiding phase I. The oncologist, skilled in executing CoT and staging
based on the available imaging features, leads phase II. A report reviewing spe-
cialist ensures the consistency and correctness of the staging reasoning in the
phase III. To empower experts with the specialized skills required for analyzing
multi-sequence images, we propose a novel model that includes a vision encoder
specifically designed to extract 3D multi-sequence visual features and a hybrid
Mamba-Transformer decoder to effectively balance computational efficiency and
long-range dependency modeling.
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Fig. 1. Overview of the Cervical-RG framework for report generation, comprising im-
age diagnosis generation, coarse staging prediction and cross-stage consistency verifi-
cation to confirm the final report.

In summary, the main contributions can be summarized as follows:

– We propose a novel and pioneering framework, Cervical-RG, specifically
designed for processing multi-sequence 3D MRI images, enabling across-
sequence interactive learning to enhance report quality.

– We introduce the first integration of FIGO staging into the report genera-
tion process, achieved through Chain-of-Thought reasoning and cross-stage
consistency verification, establishing a new paradigm for automated staging
and reporting.

– We present Cervical-MD, a large-scale multi-modal dataset with 3,177
annotated cervical cancer MRI cases, enabling comprehensive training.

2 Method

We propose Cervical-RG, a hierarchical approach for automated report gen-
eration in cervical cancer. As illustrated in Fig. 1, in phase I and phase II, we
leverage a radiologist and an oncologist to generate the imaging diagnosis and
FIGO staging. In the final phase, we employ an external decision-making model
to review the generated imaging report, ensuring the exclusion of errors and
addressing any underlying logical inconsistencies.

2.1 Model Architecture

3D Vision Feature Extraction. Due to the scarcity of publicly available MRI
datasets, existing pre-trained 3D vision encoders struggle to effectively extract
information from cervical MRI images. To this end, we employed GPT-4o [1]
to extract an MRI-image-to-text alignment dataset from Cervical-MD. Specif-
ically, it performs a professional parsing of the full radiology reports, breaking
them down into diagnostic descriptions that correspond precisely to each MRI
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The fused tokens

4 blocks

Fig. 2. Schematic of the Mamba-Transformer hybrid decoder architecture, consisting
of four blocks, each containing eight layers.

sequence (e.g., ADC, T2A). After extraction, we review the image-text pairs
for accuracy and consistency. The validated dataset, consisting of knowledge-
enhanced image-text pairs {(Ii, Ti)}5i=1, is then used to pre-train our multi-
sequence MRI encoder (based on ViT) with a CLIP-like approach. During this
process, GPT-4o only plays the role of constructing the dataset.

Initially, we concatenate the five images along the first dimension, obtain-
ing a tensor I ∈ R5×1×32×256×256, with each image having a single channel
and a spatial resolution of 32 × 256 × 256. This tensor is then processed by
our multi-sequence MRI encoder, which performs a patch embedding operation.
Specifically, the images are divided into patches of size 4× 16× 16, resulting in
a flattened tensor X ∈ R5×2048×768, where 2048 (i.e., 32

4 × 256
16 × 256

16 ) denotes
the total number of patches, and 768 represents the feature dimension after
embedding.

Multi-Modal Feature Fusion. Inspired by [3], We reconstruct the output
tokens X into a 3D tensor Xreconstructed ∈ R5× 32

4 × 256
16 × 256

16 ×768. A 3D-spatial
pooling operation (size = 2) is then applied to reduce the number of tokens, pro-
ducing Xpooled ∈ R5× 8

2×
16
2 × 16

2 ×768, This step reduces computational cost while
maintaining essential spatial features. Following pooling, a projector comprising
Multi-Layer Perceptrons (MLPs) used to adjust the embedding dimensions of the
tokens, ensures alignment with decoder and then obtain Z = MLP(Xpooled) ∈
R5×( 8

2×
16
2 × 16

2 )×768. After that, we split this tensor along the first dimension to
obtain the visual tokens corresponding to each MRI sequence. For text process-
ing, we use SentencePiece [13] to tokenize the text, and visual tokens are then
inserted into predefined positions of image tags ("<IMAGE>") within the text
tokens, enabling fusion of visual and textual features as F.

Mamba-Transformer hybrid Decoder. As is shown in Fig. 2, we employ a
hybrid decoder architecture consisting of four blocks of hybrid layers to decode
the fused tokens F. Each block is composed of Mamba and Transformer layers, as
observed in [23] the most significant improvement was observed while the ratio
transitioned from 1:0 to 7:1, so we chose the 7:1 ratio. To stabilize training at
large model scales, RMSNorm [26] is applied within the layers. After decoding,
the fused tokens F yield the generated text G, the model’s final output.
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2.2 Hierarchical Experts Mechanism

Inspired by the multi-disciplinary collaboration process in clinical consultations,
we propose a CoT-guided hierarchical experts mechanism for report generation.
In this approach, the initial radiologist acts as the expert in imaging diag-
nosis, the follow-up oncologist generates the initial FIGO staging, and the
report reviewing specialist ensures the quality of the final report. The en-
tire hierarchical process not only generates accurate reports but also ensures the
interpretability of the reasoning process. Our final report consists of the image
diagnosis, FIGO staging, and the corresponding correct reasoning process.

Initial Radiologist. We fine-tune our model on multi-sequence images and
their corresponding image diagnoses from Cervical-MD, training it to simulate
the role of an radiologist in generating image-based diagnosis. The model learns
to describe lesions by integrating visual cues from medical images and contex-
tual information from corresponding text, producing accurate, clinically relevant
diagnosis aligned with the image data. To train the model, we employ Cross-
Entropy Loss function, defined as L = −

∑T
t=1

∑V
i=1 yt,i log(pt,i), where T is the

length of the text sequence, and V is the vocabulary size. The term yt,i repre-
sents the actual label for generating the i-th word in the vocabulary at the t-th
time step. Conversely, pt,i refers to the probability that the model predicts for
generating the i-th word in the vocabulary at the t-th time step.

Follow-up Oncologist. During the clinical staging phase, oncologists must
synthesize radiological findings with FIGO staging criteria through systematic
clinical reasoning. To emulate this complex decision-making process, we pro-
pose a structured reasoning framework that decomposes cervical cancer staging
into clinically interpretable sub-tasks corresponding to key FIGO parameters.
Specifically, we introduce six reasoning tags: <SIZE>, <LOCATION>, <INFILTRATE>,
<INVOLVEMENT>, <OTHER>, and <STAGING>. During data construction, each indicator is
annotated using these structured tags to explicitly mark the beginning and end of
its reasoning segment (e.g., <SIZE>The tumor size is 34mm*12mm*10mm</SIZE>).
These labels correspond to the reasoning process, including tumor size, location, local
infiltration, pelvic wall involvement, as well as descriptions of other lesions and the final
staging results, guiding the model in making staging decisions based on the image diag-
nosis during training. We also utilize the Cross-Entropy Loss function for model train-
ing, consistent with the approach described in the previous section. This hierarchical
annotation strategy provides explicit supervision signals during fine-tuning, enabling
the model to learn decision pathways that mirror oncologists’ diagnostic workflows. By
incorporating Chain-of-Thought (CoT) reasoning, the model can simulate the step-by-
step logical process followed by an oncologist to determine the staging decisions. This
not only improves the model’s ability to reason through complex medical tasks but
also ensures the auditability and interpretability of its decision-making process.

Report Reviewing Specialist. Due to the potential logical inconsistencies be-
tween image diagnosis and FIGO staging in the text generated by the MLLM, we



6 Hanwen Zhang et al.

Baseline: The endometrium is significantly thickened, with the thickest part approximately 28mm, showing isointense T1 and slightly hyperintense T2 signals, with high signal on DWI and low signal on the
ADC map; the enhancement scan shows the lesion with low signal compared to the myometrium, and the subendometrial line is incomplete. There is a local interruption of the continuity of the uterine junction
zone with unclear boundaries, and the myometrial infiltration depth is less than 1/2. A small round lesion with isointense T1 and short T2 signals is observed on the posterior wall of the uterus, measuring about
11mm in diameter, with no significant enhancement on the enhancement scan. The cervix shows several round abnormal signal foci of varying sizes, with long T1 and long T2 signals, and no enhancement on
the enhancement scan. No abnormal signal is seen in the vagina. The right ovary shows several round abnormal signal foci.

Ground Truth: The size and shape of the cervix are normal, with a patchy abnormal signal on the anterior wall of the cervix, with unclear boundaries, measuring approximately 12mm in length, showing
slightly high signal on T2WI and isointense on T1WI, with significant enhancement on the contrast scan; no obvious abnormalities are seen in the vagina. A cystic lesion is observed on the posterior wall of the
cervix, measuring approximately 8mm × 4mm, with clear boundaries, showing high signal on T2WI and no enhancement. The size and shape of the uterus are normal, with no abnormal signal lesions in the
myometrium. A cystic lesion is seen in the right adnexal area, measuring approximately 19mm × 14mm, with clear boundaries, and enhancement of the cyst wall on the contrast scan. The left ovary is normal
in size and shape, with no abnormal signal lesions. The bladder is well distended, with clear boundaries, and no obvious abnormal signals or enhancement. The rectum appears normal. Several small lymph
nodes are seen adjacent to the bilateral iliac vessels, the largest measuring approximately 6mm in short diameter, with clear boundaries, homogeneous signal, and isolated distribution. No abnormal signal
lesions or enhancement are noted in the pelvic bones. Abnormal signal focus in the anterior wall of the cervix, consistent with cervical cancer. Nabothian cyst of the cervix. Cystic lesion in the right adnexal
area, follicle? Small amount of fluid in the pelvic floor. Small lymph nodes adjacent to the bilateral iliac vessels, considering the possibility of reactive lymph nodes, follow-up is recommended.

Ours: The cervix shows no significant enlargement, with patchy abnormal signal foci observed on the anterior lip, with unclear boundaries, measuring approximately 12mm×9mm. On T1WI, it presents as
isointense, while on T2WI, it shows slightly high signal intensity. On fat-suppressed enhanced scans, there is moderate enhancement, though the enhancement is uneven; the anterior and posterior vaginal
fornices and vaginal structures remain clear, with no significant abnormal thickening of the wall, and the pericervical fat space is clear. The uterine body shows no enlargement, with nodular abnormal signal 
foci observed on the anterior wall and left lateral wall, with clear boundaries, measuring approximately 10mm×9mm and 17mm×14mm, respectively. On T1WI, it presents as isointense, while on T2WI, it 
shows low signal intensity, with moderate uneven enhancement on fat-suppressed scans. The bladder is well distended with clear borders, and no significant abnormal signals or enhancement are observed. No
clear abnormalities are seen in the rectum. A small amount of fluid is noted in the pelvic floor. No significant enlarged lymph nodes are observed in the bilateral iliac vessels or groin area. No abnormal signal 
foci or enhancement are seen in the pelvic bones. Cervical abnormal signal focus, consistent with cervical cancer. Anterior wall and left lateral wall nodules of the uterine body, consider uterine fibroids. 

Fig. 3. Comparison of ground-truth with image diagnoses generated by our model and
Baseline model (M3D-LaMed). For better illustration, The same color corresponds to
the same expression medical term.

introduce an external decision-making model as report reviewing specialist for cross-
stage consistency verification. Specifically, we input image diagnosis, staging criteria,
and initial staging result into the model, which performs logical checks to identify any
potential inconsistencies or errors. If the model detects any issues with the staging
judgment, it will automatically correct them, thereby preventing conflicts between the
initial FIGO result and staging criteria and ensuring that the generated text aligns
more closely with clinical reality.

3 Experiments and Results

3.1 Datasets

We present the first large-scale, multi-sequence MRI dataset for cervical cancer, named
Cervical-MD. This dataset encompasses medical data from 3,177 patients, collected
across seven tertiary hospitals. The patients range in age from 21 to 90 years, with
the 41–50 and 51–60 age groups being the most prevalent, accounting for 30.16%
and 38.32% of the cases, respectively. Each case contains five MRI sequences (ADC,
T1CA, T1CS, T2A, T2S), along with detailed imaging conclusions and the FIGO stage
recorded by clinicians. To ensure statistical validity under limited data availability, 15
cases were randomly selected from each hospital to form the test set of 105 test cases.
The remaining cases were utilized for training.

3.2 Implementation Details

In the experiments for phase I and II, we used the same experimental setup. Specif-
ically, we employed LongLLaVA-med [14] as the pre-trained weights for our Mamba-
Transformer hybrid decoder. We utilized a two-stage training strategy for our model.
First, we froze the parameters of both the vision encoder and the decoder, training
only the projector. Then, we froze the vision encoder and fine-tuned the projector
and LLM with full parameter updates. For both stages, we set the learning rate to
1e−5, batch size to 1, and the number of epochs to 6. The training was conducted on 8
A6000 GPUs 48 GB with the Zero2 technique. In Phase III, we employed DeepSeek-R1-
Distill-Llama-8B [5], which supports local deployment, as our external decision-making
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Table 1. Image Diagnosis generation performance comparison of various models on
Cervical-MD dataset. † denotes models that have been retrained using the Cervical-
MD dataset. The best results are highlighted in bold.

Model BLEU-2 ↑ ROUGE-1 ↑ METEOR ↑ Bert-Score ↑ RadGraph ↑ RadCliQ ↓
LLaVA-Med [14] 0.021 0.158 0.079 0.812 0.012 2.335
GPT-4o [1] 0.029 0.151 0.102 0.804 0.021 2.391
R2GenGPT† [25] 0.167 0.358 0.247 0.841 0.149 1.768
miniGPT-Med† [2] 0.231 0.492 0.330 0.880 0.261 1.221
LongLLaVA-Med† [24] 0.253 0.504 0.358 0.882 0.283 1.157
M3D-LaMed† [3] 0.191 0.432 0.299 0.867 0.218 1.427
Cervical-RG (Ours) 0.286 0.536 0.394 0.888 0.297 1.068

model, which has been tested to possess the ability to discriminate according to rules
and description.

3.3 Evaluation Metrics

To comprehensively evaluate the generated reports, we assessed them from two perspec-
tives. (1) Using traditional natural language processing metrics BLEU-2 [20], ROUGE-
L [15], METEOR [4], and BertScore [27] alongside more recent medical report evalua-
tion metrics, including RadGraph F1 [10], and RadCliQ [10], to assess imaging diag-
noses. (2) Using accuracy (Acc) to evaluate FIGO staging prediction, with C-Acc for
coarse-grained stages (e.g., I, II, III, IV) and F-Acc for fine-grained stages (e.g., IA,
IIA1). Additionally, we conducted a clinician evaluation with two experienced doctors
scoring each report from 1 to 10 based on staging accuracy (0-4), logical coherence (0-4),
and clinical evidence adequacy (0-2). To mitigate subjective variability, a standardized
scoring rubric was employed by both clinicians to ensure inter-rater consistency.

3.4 Comparison with the Baseline Method

Image Diagnosis Generation. We compared the performance of our approach with
recent 2D and 3D medical MLLMs, as shown in Table 1. For LLaVA-Med [14], GPT-
4o [1], we used their official interfaces and checkpoint for zero-shot evaluation. Ad-
ditionally, for miniGPT-Med [2], R2GenGPT [25], LongLLaVA-Med [24], and M3D-
LaMed [3], we utilized their publicly released training code to fine-tune them on the
Cervical-MD training set, followed by evaluation on the test set. Since existing mod-
els are unable to handle multi-sequence 3D inputs, we conducted the tests using the
model with the highest input configuration requirements. The results highlight that our
model outperforms competing approaches, underscoring the superiority of leveraging
3D multi-sequence image inputs for generating more accurate imaging diagnosis, Fig. 3
shows an example of generated image diagnosis.
FIGO Stage Results. We formulate FIGO staging as a classification task, employing
both UNETR [9] and Swin-UNETR [8] architectures for stage prediction. For C-Acc,
we treat it as a 4-class task, and for F-Acc, as a 19-class task based on our dataset.
As illustrated in the left panel of Table 2, conventional classification frameworks may
be suboptimal for staging tasks due to their heightened sensitivity to nuanced imag-
ing features. To address this complexity, our model implements a chain-of-thought
reasoning paradigm that systematically decomposes the diagnostic process, ultimately
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Table 2. Comparison of our method with UNETR [9] and Swin-UNETR [8] for classi-
fication tasks (left) and ablation results of different expert stages (right). Expert-1 to
Expert-3 correspond to the Radiologist, Oncologist, and Report Reviewing Specialist.

Model C-Acc ↑ F-Acc ↑
UNETR [9] 0.283 0.124
Swin-UNETR [8] 0.333 0.133
Cervical-RG (Ours) 0.642 0.264

Expert-1 Expert-2 Expert-3 C-Acc ↑ F-Acc ↑ Score ↑
✓ ✓ 0.352 0.124 /
✓ ✓ 0.543 0.181 4.474
✓ ✓ ✓ 0.642 0.264 6.320

Table 3. Ablation experiment results in this table focusing on comparisons of different
inputs (2D vs. 3D, number of sequences) in the upper section, and the influence of
retraining the visual encoder and projector in the lower section.

Comparing Different Input Sequence
Sequence BLEU-2 ROUGE-1 METEOR Bert-Score RadGraph RadCliQ

2D T2A 0.244 0.497 0.350 0.881 0.272 1.197
3D T2A 0.260 0.507 0.359 0.882 0.222 1.196
2D ADC,T1CS,T2A 0.252 0.504 0.353 0.881 0.277 1.179
3D ADC,T1CS,T2A 0.259 0.504 0.364 0.882 0.277 1.157
2D Full Sequences 0.253 0.504 0.358 0.882 0.283 1.157
3D Full Sequences 0.286 0.536 0.394 0.888 0.297 1.068

Effect of Multi-Stage Training Strategy
Encoder Projector BLEU-2 ROUGE-1 METEOR Bert-Score RadGraph RadCliQ

0.211 0.454 0.330 0.868 0.207 1.446
✓ 0.270 0.520 0.376 0.885 0.295 1.077
✓ ✓ 0.286 0.536 0.394 0.888 0.297 1.068

demonstrating state-of-the-art performance in staging accuracy. Although the F-Acc
has not yet achieved a high value due to the complexity of staging tasks and the inabil-
ity of MRI images to provide all the information required for FIGO staging, clinicians
consider our results to have met the minimum diagnostic acceptability criteria.

3.5 Ablation Studies

Comparison of 2D vs. 3D Inputs and Multi-sequence Impact. As shown in
Table 3, our 3D visual encoder outperforms the 2D ViT-L/14 [21] across all metrics,
validating the superior diagnostic capability of volumetric MRI. Performance improves
with the inclusion of more input sequences, demonstrating the complementarity and
synergistic effect of multi-sequence data in enhancing diagnostic accuracy.
Multi-Stage Training Strategy. Considering that pre-trained components may not
have been trained on 3D MRI data, potentially hindering feature alignment and infer-
ence, we adopted a multi-stage training strategy. As demonstrated in the lower section
of Table 3, the performance improves progressively with each stage of feature align-
ment. This indicates that current MLLMs still face challenges in effectively extracting
and aligning features from 3D MRI data.
Effectiveness of Hierarchical Experts for FIGO staging. To evaluate the impact
of the hierarchical experts framework on FIGO staging, we conducted three experiments
based on the image diagnosis generated by the Radiologist: (1) directly put the image
diagnosis into the external decision-making model for staging; (2) with the oncologist
determine the staging based on the diagnosis; and (3) the report review specialist refine
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the staging made by oncologist according image diagnosis. The results, shown in the
right side of Table 2, highlight the necessity of each expert and validate the effectiveness
of the CoT-guided approach and cross-stage consistency verification.

4 Conclusion

We introduce Cervical-RG, a novel framework for cervical cancer report generation that
efficiently handles long 3D multi-sequence MRI inputs under constrained computational
resources, enabled by a hybrid Mamba-Transformer architecture. By deeply integrating
multi-sequence data and incorporating FIGO staging with hierarchical experts mecha-
nism, our approach generates accurate and clinically reliable reports. Extensive experi-
ments and clinical validations by doctors validate its superior performance, establishing
a robust solution for automated cervical cancer diagnosis.
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