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In this supplementary material, we provide further implementation details
and information on the proposed MSFSeg pipeline and framework.

1 Implementation Details

1.1 Model Architecture

CNN Encoder. For visual feature extraction, we adopt a ResNet-101 [4] pre-
trained on ImageNet-1K [1] for our proposed MSFSeg, for fair comparison with
methods presented in Table 1 in the main paper. We implement our code in Py-
Torch. We obtain multi-scale (fixing b “ 4) query/support feature maps from the
conv2, conv3, conv4, conv5 layer of the pretrained ResNet-101 (c.f . Methodol-
ogy – Section 2) from the input query and support images. After generating the
initial query masks in b scales from the multi-head attention, we aggregate the b
initial query mask features by upsampling and addition to generate multi-scale-
informed query mask features M̂q

1..n. Encoding is performed for all visual inputs,
i.e., the support image/frame and the n support ones. Our proposed MSFSeg
allows flexible n during training/evaluation – we set n “ 3 during training for
all our experiments, and n “ 1, or 5 for evaluations (as presented in the tables
in our main paper).

Multi-Head (Self-) Attention. Our Multi-head layer takes query/support image
feature maps and support masks as input and passes a copy to each attention
head. Each head flattens the feature maps and adds positional encoding, accord-
ing to [13], and then applies the attention operation as defined in Section 2 to
generate initial query mask features.

Multi-Surrogate Fusion. Each surrogate is implemented according to the equa-
tions presented in the main paper. Mask feature maps from the surrogates are
concatenated and fused via a 3D convolutional layer, with input channel “ 4
(number of surrogates) and output channel “ 1, kernel size 1ˆ 1ˆ 1, stride “ 1,
padding “ 0, with bias applied. Please note that the only optimizable param-
eters introduced by our MSF module are the kernel and bias weights from the
3D convolutional layer (c.f . Section 2).
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Table 1: Model Parameter Analysis of the proposed MSFSeg. “kernel size" indi-
cate the hyperparameter of the 3D convolutional layer in MSF module.

w/o MSF w. MSF –
kernel size=(1,1,1)

w. MSF –
kernel size=(3,1,1)

# of Param. 58,771,354 58,771,359 58,771,367

Mask Decoding. The final decoder architecture follows [9,15], with skip-connection
operations same as U-Net [11].

1.2 Training and Hyper-parameters

We use the SGD optimizer with a learning rate of 5e ´ 4, momentum of 0.9,
and weight decay of 1e´4. Cross-entropy loss calculated between predicted and
ground-truth masks is used for MSFSeg network training. We train our MSFSeg
first with a pretrained ResNet-101 on COCO [8] images, and then on Abdomen-
CT [6] and CHAOS-MRI [5] respectively, following the strategy as [2,10], for all
experimental results presented in Table 1-3.

Training of MSFSeg took 12-16 hours on a local server equipped with two
NVIDIA A100 graphic cards and a multi-thread AMD EPYC 74F3 24-Core
CPU.

2 Model Parameter Analysis

Our proposed MSF module only introduces additional trainable parameters in
the 3D convolutional layer (c.f . Figure 2), in Table 1 we present the number of
model parameters for our proposed MSFSeg network with MSF module using
different kernel sizes and without MSF module respectively. In our experiments,
we set “kernel size" in the 3D convolutional layers to 1 ˆ 1 ˆ 1 and 3 ˆ 1 ˆ 1
respectively, and empirically found they result in comparable FSS performance.
Thus we report results of our MSFSeg with “kernel size=1ˆ 1ˆ 1" in all our ex-
periments. From Table 1, we could see that the MSF only introduces ă 0.00001%
additional parameters compared to original FSS pipeline based on ResNet-101,
further proves its lightweight property.

3 Error Bars for Main Experiments

As mentioned in Experiments section of the main paper, we report the mean
values out of five runs for the results presented in the tables there. Here in Table
2, we additionally provide the standard deviation of those results.
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Table 2: Mean and standard deviation (SD) of the results presented in Table 1
of the main paper. The values are formatted as “mean˘(SD)".

Methods Abdomen-CT [6] CHAOS-MRI [5]
LK RK Spleen Liver LK RK Spleen Liver

Setting 1 Ours – 1-shot 81.11˘p0.14q 78.41˘p0.15q 73.64˘p0.21q 78.91˘p0.05q 84.18˘p0.33q 88.10˘p0.13q 77.12˘p0.15q 76.11˘p0.12q

Ours – 5-shot 87.22˘p0.03q 85.62˘p0.05q 82.71˘p0.27q 82.57˘p0.01q 88.63˘p0.17q 90.94˘p0.04q 82.73˘p0.28q 82.10˘p0.11q

Setting 2 Ours – 1-shot 79.24˘p0.25q 77.36˘p0.16q 75.21˘p0.21q 76.73˘p0.05q 82.83˘p0.26q 86.98˘p0.10q 78.07˘p0.07q 76.14˘p0.23q

Ours – 5-shot 85.73˘p0.11q 84.51˘p0.04q 81.60˘p0.20q 81.22˘p0.04q 87.70˘p0.12q 90.62˘p0.09q 81.97˘p0.12q 82.52˘p0.04q

4 More Experimental Results

4.1 Compared with Other Weakly-Supervised 3D Segmentation
Methods

In Table 3, we present more quantitative evaluations of our proposed MSFSeg
with other state-of-the-art few-shot segmentation (FSS) and weakly-supervised
3D segmentation methods (experimental setting same as Table 1 in our main pa-
per), on small organs including esophagus, and left adrenal gland from Abdomen-
CT dataset [6]. Compared to other FSS methods (in teal color) with 2D seg-
mentation network training, our proposed MSFSeg achieves ą+8.7% mIoU in
1-shot setting. Our MSFSeg – 5-shot achieves competitive results compared to
state-of-the-art weakly-supervised 3D segmentation method, PRNet [7] requir-
ing heavy 3D segmentation network training and full 3D supervision, with much
cheaper support labels (5 2D slices vs. 3D scribble on 1 data volume which may
contain hundreds of slices) and lighter network architecture.

Table 3: Comparison to other weakly-supervised few-shot segmentation methods
on Abdomen-CT [6]. All methods do not need 3D annotation input/supervision
and 3D network training are in teal color.

Methods Esophagus Left AG mIoU

DataAug – 1-shot [14] 11.9 0.9 6.4
SE-Net – 1-shot [12] 8.7 1.2 5.0
SSL-ALPNet – 1-shot [10] 14.1 5.8 10.0
vSSL-ADNet – 1-shot [3] 12.6 3.6 8.1

PRNet˚ [7] (scribble on 1 vol.) 38.1 24.6 31.4

Ours – 1-shot (1 slice) 27.6 9.8 18.7
Ours – 5-shot (5 slices) 32.9 24.6 28.8
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