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1 Supplementary Material

1.1 Retention Curves for ResNet-50

Fig. 1: Retention Curves. Accuracy as a function of retention fraction along
with the area under the retention curve (R-AUC) values using ResNet-50 for all
three datasets. HL - Hard Labels, LS - Label Smoothing, FL - Focal Loss, DCA -
Difference between Confidence and Accuracy and MDCA - Multi-class Difference
in Confidence and Accuracy.
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1.2 Density Plots for Correct and Incorrect Classification
Confidences

(a) ISIC Dataset.

(b) Chaoyang Dataset.

Fig. 2: Density plots for correct (green) and incorrect (red) classification con-
fidences for ResNet-34 (top) and ResNet-50 (bottom) on ISIC and Chaoyang
datasets. For incorrect predictions, LS, FL and Ours provide low confidence
which is desirable. However, methods like HL, DCA and MDCA exhibits higher
confidence even when they are wrong making them unreliable.


