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Fig. 1. Detailed structure of cross-layer attention module (CLA). "Feature 1" is the
features from the last layer, which is used to generate spatial weights. "Feature 2"
represents the features from the current layer.
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Fig. 2. Diagram of efficient channel attention (ECA) module. The input features and
out features are 1D vectors.
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Fig. 3. Visualizations of input images and class activation maps (CAMs). (a) is the
OCT images from view 0 and (b) is from view 15. (c) is the output of a Conv 3 x 3
before the backbone to stack 16 multi-view OCT images. (d) is the CAMs on view 0.
Predict means the model’s output, while GT is the ground truth.
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