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In this supplementary material, we show the detailed derivation of the upper
bound L∞

align of L∞
align and the prompts of concepts of OCT-C8 and Kvasir-v2

datasets using in this paper.
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2 Prompts of OCT-C8 and Kvasir-v2 Datasets

Table 1. The prompts of OCT-C8 dataset

Prompts

“an image of { }.”,
“a photo of { }.”,
“an OCT scan of { }.”,
“this is a photo of { }.”,
“this is an image of { }.”,
“this is an OCT scan of { }.”,
“this is an OCT photo of { }.”,
“this is an OCT image of { }.”,
“{ } presented in photo.”,
“{ } presented in image.”,
“{ } presented in OCT scan.”,
“{ } presented in OCT image.”,
“{ } presented in OCT photo.”,
“the image shows { }.”,
“the photo shows { }.”,
“the OCT scan shows { }.”,
“the OCT image shows { }.”,
“the OCT photo shows { }.”,
“the image shows the presence of { }.”,
“the photo shows the presence of { }.”,
“the OCT scan shows the presence of { }.”,
“the OCT image shows the presence of { }.”,
“the OCT photo shows the presence of { }.”,
“the presence of { } in image.”,
“the presence of { } in photo.”,
“the presence of { } in OCT image.”,
“the presence of { } in OCT photo.”,
“the presence of { } in OCT scan.”.

Table 2. The prompts of Kvasir-v2 dataset

Prompts

“an image of { }.”,
“a photo of { }.”,
“a endoscopic image of { }.”,
“a endoscopic photo of { }.”,
“this is a photo of { }.”,
“this is an image of { }.”,
“this is a endoscopic photo of { }.”,
“this is a endoscopic image of { }.”,
“{ } presented in photo.”,
“{ } presented in image.”,
“{ } presented in endoscopic photo.”,
“{ } presented in endoscopic image.”,
“the image shows { }.”,
“the photo shows { }.”,
“the endoscopic image shows { }.”,
“the endoscopic photo shows { }.”,
“the image shows the presence of { }.”,
“the photo shows the presence of { }.”,
“the endoscopic image shows the presence of { }.”,
“the endoscopic photo shows the presence of { }.”,
“the presence of { } in image.”,
“the presence of { } in photo.”,
“the presence of { } in endoscopic image.”,
“the presence of { } in endoscopic photo.”.


