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1 Supplementary Material

To identify all overlapping regions of hyperboxes of different classes for dealing
with the fuzzy information, we employ nine cases as hyperbox overlap test rules.
Hyperbox overlap test rules are as follows:

1. BV}, < BV}, < BW}; < BW}, 6% = min(BW}; — BV}, 6°'9);
2. BVy; < BVj; < BWy, < BW};, 6" = min(BW; — BVj’;,ci"Id);
3. BV} = BVy, < BW}, < BW,

6" = min(min(BW}; — BV, BWy;, — BV}),8°'4);

4. BV}, < BV < BW}, = BW},,

6" = min(min(BW}; — BV}, BW;, — BV}),6°4);

5. BV, = BV}, < BW;, < BW},,

6" = min(min(BW}; — BV}5, BW;, — BV}),8°4);
6. BV, < BV}, < BW;, = BW},

6" = min(min(BW}; — BV}5, BW, — BV}),8°4);
7. BVj < BVy, < BWy, < BW},

6" = min(min(BW}; — BV}5, BW, — BV}),8°4);
8. BVy;, < BVj; < BW}, < BW[,,

6" = min(min(BW}; — BV, BWy, — BV}), §old)y;
9. BVy, = BV}j; < BWy, = BW},

6" = min(BWy, — BV}, §oldy,

Initial set 6°'4 = 1, an overlapping region is observed if §°'9 — §"¢% < 1 for
each dimension. Then, set A = i and §°/¢ = §™% to check the next dimension.
Hyperbox overlap test will cease when §°'4 — §Pew = 1.

The contraction rules are developed based on the nine cases of the hyperbox
overlap test. All cases are examined to determine a proper adjustment. Hyperbox

contraction rules are as follows:

1. BV} < BVy < BWP, < BW},,
(BWPA) = (BVE,)" = (BWA)™ + (BVA)™) /23
2. BV%y < BV} < BW, < BWy,
(BWip)"e™ = (BVL)Y = (BWiA) + (BV}A)) /2;
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B JA = BV{y < BWP\ < BW A, (BVZA)"Y = (BW},)
BV < BV2y < BW!, = BW,, (BWP,y )Y = (BVM)
BV, = BVj) < BWkA < BW},, (BV; ‘” A = (BWkA)Old
BV, < va < BWY, — BIWY N (WY oo — (BV)

BV}, < BVM < BWY, < BW (BW, — BV}y) < (BWA — BVY,),

(va )new _ (BWkA)Old7

BV < BVy < BW, < BW2s, (BWi, — BV > (BW?,
(BW’U )new _ (BVkA)Old’
BVE) < BV, < BWP, < BW 4, (BW, — BV < (BW?,

(BWU )new _ (BV’U )old

BVi’y < BV, < BW” < BWi,, (BW, — BV}y) > (BW!,
(va )new _ (Bwv )old

BVy = BV, < BWA — BWY,,

(B = (BVE)"™™ = (BWPa) + (BV,)") /2
BV2y = BV < BWi, = BW,,

(BWi)™ = (BV)™ = (BW{a)* + (BViL)™),/2



