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1 Absolutely Abstract Similarity (AAS)

The AAS should satisfy the following constraints:

1. n → ∞, there are countless classes in the abstract world, so the size of this
adjacency matrix is infinite.

2. AASi,j ≡ AASj,i

Proof.

AASi,j = lim
n→∞

γ(I, J)∑n
j=1 γ(β, J)

= lim
n→∞

γ(I, J)

nµ
,

AASj,i = lim
n→∞

γ(J, I)

nµ
= AASi,j .

3. AAS > 0, in the real world, even two seemingly unrelated classes can be
derived from the base class. Therefore, according to this line of thinking,
AAS cannot be negative or 0.

4. AASi,i ⊆ R, this appears to contradict common sense, as cognition implies
that a class should be infinitely similar to itself. This is because even in
the same class, different individuals will still present significant differences,
which can lead to further subdivision of the class into more sub-classes. In
the theory, a class can be subdivided into numerous classes based on various
characteristics.
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2 Relatively Specific Similarity (RSS)

The RRS should satisfy the following constraints:

1. C ≡ n, in specific practical problems, number of classes C should be a
constant.

2. RSSi,j ̸≡ RSSj,i

Proof. For presentation brevity, the severity grades of COPD are classified
into three categories: gold1, gold2, and gold3. These categories are denoted
as ci, i ∈ {1, 2, 3}. Assuming that all individuals within these three classes
have an equal level of dissimilarity, then γ(c1, c1) = γ(c2, c2) = γ(c3, c3).

RSS1,2 =
AAS1,2∑3
k=1 AAS1,k

=
γ(c1, c2)∑3
k=1 γ(c1, ck)

,

RSS2,1 =
γ(c2, c1)∑3
k=1 γ(c2, ck)

.

Obviously, in COPD, the similarity between gold2 and gold3 should be
greater than that between gold1 and gold3, so γ(c1, c3) < γ(c2, c3) −→
RSS1,2 > RSS2,1.

3. RSS > 0, RSS can be derived from AAS, so it maintains the same positive
and negative properties as AAS.

4. RSSi,i ⊆ R, as with AAS, RSS should not be infinite even within a specific
problem because of the intra-class differrence.
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