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Fig. 1. Illustration of 2D CgMtQ network architecture. The outputted vector repre-
sents the utility of the action taken by the agent. The magnitude of this utility deter-
mines the Q value. h(w) represents width (height) of cropped patches and n represents
the time lag term. J represents the number of targets.
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Fig. 2. The visualization of predictions with different methods and settings on hand-
sets. The dots (e) represent Ground Truth (GD) landmarks. The dots () represent
predictions of landmarks which are close to GD while the crosses (X) represent abnor-
mal predictions. Noted that every image contains predictions for all 17 landmarks, but
some abnormal predictions may overlapped.
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Algorithm 1: Training stage of CgCRL
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Data: Sequential Training Set Tx = {(Ix,:, Y&,:)|icf1,-., N, } }, number of
subtasks K, maximum number of episodes N, budget T', greedy
parameter e.

Result: Optimal network parameters w

Initialize CgMtQ with random weights w , the lag weight w™ = w , replay

memory D, prompt library I

When progressing to k' subtask, update I" with 7. If k > 1, augment 7%

with I" using CMRM;

for episode = 1, N do

Select a random sample pair from 7x: a random image Ii,; with j-th target

landmark y;; a prompt Ff from I;

[0l randomly, and the state S accordingly;

Initialize the starting position g

fort =1, T do

If agent is not terminated, performs A" and move to gj[ according
to CgMtQ with probability 1 — €, otherwise selects a random action;

Get gltt1, R, S+ and store transition (S[t],A[t], R, S[t"'l]) in D;

Sample a random batch of transitions from D, perform a gradient
descent step with Eq. (1) for CgMtQ parameters w;

Terminate agent if it finds the target, oscillates or reaches maximum
steps, break when all agents are terminated;

t+1]

end
For every c; steps, reset w™ = w and update ¢;

end

Algorithm 2: Test stage of CgMtQ
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Data: Test image set {I;|,_; ... 5’ }, number of test images N’, index of
all target landmarks J ,7pr0mpt library I', budget of CgMtQ T,
maximum number of iterations M’, number of prompts for j-th
target IV;.

Result: Prediction for j-th landmark {yZTEd\izl’.__,N/}

Select image I; from {[;[,_; .. ' };

for p = 1, N; do

Initialise y[° with random landmarks, select I" i from I

for t = 1,7 do

If agent is not terminated, perform Al according to CgMtQ,
move from y to ylt+1l;

Terminate agent if it oscillates or reaches max steps, update 3?
with yt+1 crop Ff :

end

end

get yffed with Eq. (2) in the main manuscript.
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