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1 Implementation Details

Acceleration Rate = 4 Acceleration Rate = 8

Fig. 1. The equispaced undersampling masks we used.

We adopt the equispaced undersampling masks [1] for 4x and 8x acceler-
ations, as shown in Fig. 1. The equispaced undersampling masks continuously
sample partial low-frequency lines from the center of k-space and uniformly sam-
ple high-frequency lines from the remaining k-space.

We use the lookahead version of Adam optimizer [2] with a momentum of
0.9 and a weight decay of 10~# and perform 60 epochs in the training stage. The
learning rate is initially set to 10~ and dropped by a factor of 10 at epoch 40.
Mini-batch-based training was adopted. We set the number of cascades T' = 8,
the size of local windows to be 8, and MLP ratio to be 2. All RSTBs consist
of 2 STLs with embedding dimension of 66. We implement the proposed model
using PyTorch on NVIDIA RTX5000 24GB GPUs.



Performance comparison tables report metrics’ mean and standard devia-
tion across test subjects. We evaluate the statistical significance of performance
differences using Wilcoxon sign-rank tests.

2 Supplemental Experiments
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Fig. 2. Visual comparison of the reconstructed images for AR=8. A: PD of knee, B:
T2 of brain.
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