Supplementary Material

Table 1. Implementation details of some comparison methods.

Methods Details

RSCFed |K=3, M=3 for ICH and K=6, M =10 for ChestXray14
FixMatch 7=0.8

FedIRM T=20, 7=2.0, w=30, ema=0.99

CBAFed P=50, a1=0.8, a2=0.5, J=1, T=500, 7=0.6
FedLSR A ~ Beta(1,1), y=Min[0.4- 5, 0.4]

FedNoRo Amaz=0.8

Fig. 1. Results of FedAvg on ICH where cool classes with lower annotation rates
facing performance degradation. The recognition ability of class 1 is also weak due to
the influence of intra-class imbalance.



Algorithm 1 FedMLP.

Input: Initialized global model 6; dataset Dy in client k amount Ni, k € [K]; la-
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led class set AC) and unlabeled class set NCy% in client k; hyper-parameter L, R,
and 77; Warm-up rounds t1; total communication rounds T'; local training epoch

> Stagel: Warm-up

: for t < 1 to ¢t1 do

In local clients
for k + 1 to K do
0t « 0%
for e < 1to F do
Augment for each sample in Dy, as Dl‘?ugl and D?qu
0! < update by Eq. 4 with the local dataset Dy U D;"92
end for
if ¢t = ¢; then
Local Calculation()
end if
end for
In central server
if ¢t = ¢t1 then
Global Aggregation (%, Py, Pl¢, d¥)
else
0L — 8, z%’fm@i
end if -
end for
> Stage2: Missing Label Detection
:fort < t1+1toT do
In local clients
for k + 1 to K do
Download 70, 71, 0%, P§, Pf and ds
select samples and categories with pseudo-labels use Eq. 7 ~ 9
for e < 1 to F do
0 « updated by Eq. 4 for hard labels and MSE for soft labels
end for
Local Calculation()
end for
In central server
Global Aggregation (6%, PF°, P/, d¥)
end for
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: Global Aggregation (0%, Py°, P/, d¥)
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Calculate P§, Pf and dS use Eq. 6 and 10
Calculate 79 and 71
: Output: 0?1, P, Pf, dS, 1o and 7.
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: Local Calculation()

Calculate Pé“ and Plk’C for ¢ € ACk use Eq. 5
Calculate d¥ for ¢ € ACy use Eq. 10

: Output: P¥°, PF° and d¥.

Output: Global model 65 7.




