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A Detailed Results on BraTS 2019

In Sec. 3.2 in the main paper, we present the Dice of MOST on BraTS 2019. In
this section, we present the detailed performance comparison in Table 1, MOST
gives the best Dice (84.17%), Jaccard (74.24%), and 95HD (11.02), indicating
the potential of our proposed method on various data modalities.

B Sensitivity to the Pseudo Label Threshold

The value τ determines the threshold at which a segmentation result is consid-
ered confident enough to be used as a pseudo label for training. We conduct
experiments on LA dataset using a comprehensive range of thresholds and list
the results in Table 2. As the threshold increases from 0.60 to 0.75, there is a
consistent improvement. This indicates that our method performs better when
selecting confident predictions as pseudo labels. When the value increases to
larger than 0.75, the performance starts to decline. Therefore, MOST is robust
to the choice of τ , and we select τ=0.75 to maximize the overall performance
while avoiding excessive false positives or negatives in the pseudo labels.

Table 1. Detailed results on BraTS
2019 with 10% data labeled.

Method Metrics
Dice↑ Jac↑ 95HD↓ ASD↓

Supervised 83.84 74.79 8.32 2.13
DTC [1] 81.75 71.63 15.73 2.56

URPC [2] 82.59 72.11 13.88 3.72
CPCL [6] 83.36 73.23 11.74 1.99

AC-MT [5] 83.77 73.96 11.37 1.93
MOST 84.17 74.24 11.02 2.83

Table 2. Sensitivity to the pseudo la-
bel threshold τ .

τ Dice↑ Jac↑ 95HD↓ ASD↓
0.60 90.64 83.06 5.73 1.71
0.65 91.04 83.65 5.15 1.54
0.70 90.73 83.11 5.51 1.64
0.75 91.17 83.85 5.63 1.76
0.80 90.84 83.31 5.32 1.64
0.85 90.59 82.98 5.41 1.71
0.90 91.12 83.85 4.88 1.63
0.95 90.94 83.48 5.28 1.65
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Fig. 1. Segmentation performance comparison on 2D ACDC dataset among (a) MC-
Net [3], (b) SS-Net [4], (c) the proposed MOST, (d) ground-truth.

C Qualitative Comparison on 2D Dataset ACDC

Fig. 1 shows some qualitative results on the multi-class 2D dataset ACDC.
MOST not only identifies the region of each class precisely (3rd row), but also
differentiates the boundary between classes accurately (1st and 2nd rows), which
further demonstrate the effectiveness of MOST in multi-class segmentation.
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