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Fig. 1: Label distribution of different datasets in our setup.

Table 1: Comparison with upper and lower bound values in homogeneous setup:
Lowerbound refers to a model trained only with public data. The Upperbound
refers to when all data is stored in a central server including public data. mFe-
dAvgP -NM refers to mFedAvgP in the case where there are no missing modalities
in clients. Both mFedAvgP and CAR-MFL values are of the extreme setting of
8 image-only clients (8:0:2).

Upperbound Lowerbound mFedAvgP-NM mFedAvgP CAR-MFL
AUC 91.67 83.11 90.17 81.95 87.31

Table 2: No. of data samples at various patient counts in public data.
No. of Patients 1000 750 500 250
No. of Data Samples 2701 1888 1210 602

Table 3: No. of data samples across clients in homogeneous and heterogeneous
setups. In a heterogeneous setup, clients 8 and 9 contain multimodal data from
NIH Open-I, and the rest are image-only clients with images from CheXpert.

Client ID 0 1 2 3 4 5 6 7 8 9
Homogeneous 2343 2123 2171 2107 2195 2127 2164 2188 2528 2086
Heterogeneous 2245 2154 2113 2359 2133 2003 2189 2205 1116 1116
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Table 4: Validation AUC across the various α for homogeneous 4:0:6 setting.
α 1 0.5 0.4 0.3 0.2 0

AUC 92.16 91.98 92.19 92.21 91.43 91.95

Fig. 2: Model AUC on varying patient size in public data for heterogeneous
setup.

Fig. 3: Qualitative Analysis of retrieved samples across different training rounds.
Column 1 contains two paired image text samples. Row 1 and 3 display text
reports from the public dataset when the text modality is missing. Row 2 and 4
display retrieved images when the image modality is missing.


