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0.1 Details on initialization of the control points

We obtain a collection of screen-space offsets {5up}5:1 from optical flow between
the frame image and synthetic image. Each offset du, € R? corresponding to
pixel u,, is projected back to the 3D scene as

5Xp:7T3D (up+5up;dt,Pt)—7r3D (uk;dt,Pt) (1)

to obtain a scene-space offset at location x, = m3p(up; ds, Py). The offsets dpu
of the control points are then initialized to minimize the difference between the
offsets modeled by the translation field A* and the offsets computed with optical

flow,
P

argmin 3 A% (x,) — 6%, 2, @)
{6nr}ito p=1
where the sum is taken over the P pixels of the image. This optimization is
quadratic with respect to the parameters {0uy}r and has an efficient closed-
form solution via least squares.

0.2 Point tracking in EndoNerf and EndoSurf

Any point in space x at time ¢ can be mapped to the canonical space as X =
x + A(x,t), where A(-) represents a translation vector field parameterized by
a multi-layer perception. Since A(-) cannot be inverted, tracking needs to be
performed in multiple steps. First, we render depth élo at ¢ = 0 and reproject
the point to be tracked into 3D world space using Xyef = T3p (Uref, aO7P0) and
compute the canonical reference point X,et. Similarly, we render the depth and
compute the collection of visible surface points {x,; = m3p(u,, Elt, Pt)}zl;l and
their respective canonical points {)’cp7t}5:1 for all subsequent frames. Finally, we
establish correspondences by identifying the closest point in the canonical space:

p* = argmin||Xyer — Xp||2 (3)
{P};}?:l

This process results in the tracked 3D point x,- and 2D point u-.
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Fig. 1: Examples of input RGB images and rendered images from our method
and offline 3D reconstruction methods. From top to bottom: P32 ¢t = 45, H1_1
t =45, P2.0 ¢t =100, and H3_.1 ¢t =34
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