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Proof. As for p (x,y), we have:

log p (x,y) = log

∫
z

p (x,y, z) dz = log

∫
z

p (x,y, z) q (z|x)
q (z|x)

dz

≥ Ez∼q

[
log

p (x,y, z)

q (z|x)

]
= Ez∼q

[
log

p (y|x, z) p (x|z) p (z)
q (z|x)

]
= Ez∼q [log p (y|x, z) + log p (x|z)]− Ez∼q

[
log

q (z|x)
p (z)

]
,

(10)

where q (z|x) is a variational distribution, and Ez∼q denotes the expectation over
q (z|x). We finish the proof by deriving the ELBO in Eq. (5). ■

Table 4. Implementation details. Experiments were performed on PyTorch.

Dataset CholecSeg8k AutoLaparo ACDC
Backbone U-Net U-Net U-Net
Preprocessing Resized each image to 432×

240 pixels and normalized
the intensities to [0,1]

Resized each image to 480×
240 pixels and normalized
the intensities to [0,1]

Resized each slice to 256 ×
256 pixels and normalized
the intensities to [0,1]

Input size 432× 240 480× 240 256× 256

Optimizer Adam with a weight decay of
10−4

Adam with a weight decay of
10−4

SGD with a weight decay of
10−4 and a momentum of 0.9

Batch size 8 8 8
Training epochs or
iterations

1st stage: e1, d1, e2, and d2

were jointly trained for 100
epochs,
2nd stage: w was trained for
100 epochs

1st stage: e1, d1, e2, and d2

were jointly trained for 200
epochs,
2nd stage: w was trained for
200 epochs

1st stage: e1, d1, e2, and
d2 were jointly trained for
90000 iterations,
2nd stage: w was trained for
90000 iterations

Learning rate 1st stage: 10−4,
2nd stage: 10−4

1st stage: 10−4,
2nd stage: 10−4

1st stage: 10−2 × (1 −
η/90000)0.9,
2nd stage: 10−2 × (1 −
η/90000)0.9,
η is the current iteration

Dimension of z 256 256 256
α 10−3 10−3 10−3

β 10−1 10−1 10−1

γ 10−8 10−8 10−8

N 3 3 3
T 15 15 15
Execution manner 5-fold cross validation 5-trial repeats 5-fold cross validation
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Input images:
[𝐵, 𝐶, 𝐻, 𝑊]

𝛍𝐳:
[𝐵, 256]

𝚺𝐳:
[𝐵, 256]

𝐳:
[𝐵 × 𝑁, 256]

Repeated feat 2:
[𝐵 × 𝑁, 256, "

#$
, %
#$

]

Feat 1:
[𝐵, 256, "

#$
, %
#$

]

Flattened feat 1:
[𝐵, 256 × "

#$
 × %

#$
]

Feat 2:
[𝐵, 256, "

#$
, %
#$

]

Transformed 𝐳:
[𝐵 × 𝑁, 256 × "

#$
 × %

#$
]

𝑞 𝐳 𝐱

Sample 𝑁 times 

Concatenated feat 3:
[𝐵 × 𝑁, 512, "

#$
, %
#$

]Concatenate 

Intermediate outputs 1:
[𝐵 × 𝑁, 𝐶, 𝐻, 𝑊]

Reshaped outputs 1:
[𝑁, 𝐵, 𝐶, 𝐻, 𝑊]

Reconstructed images:
[𝐵, 𝐶, 𝐻, 𝑊]

Averaging over the 
first dimension 

Intermediate outputs 2:
[𝐵 × 𝑁, ̅𝐶, 𝐻, 𝑊]

Predications:
[𝐵, ̅𝐶, 𝐻, 𝑊]

Averaging over the 
first dimension 

Reshaped 𝐳:
[𝐵 × 𝑁, 256, "

#$
, %
#$

]
Reshaped outputs 2:

[𝑁, 𝐵, ̅𝐶, 𝐻, 𝑊]
Repeat 
𝑁 times 

𝑝 𝐳  = 𝒩(𝟎, 𝐈)

𝐟#  

𝐟&  

𝐟'  

𝐞#  

𝐞&  

𝐝#  

𝐝&  

𝐵: Batch size.    𝐶: Channel size of input image.    𝐻: Image height.    𝑊: Image width.    ̅𝐶: Number of class.    𝐞: Encoder.    𝐝: Decoder.    𝐟: Fully connected layer.   
𝐳: Latent variables.    Feat: Feature maps.       : Element-wise multiplication.        : Element-wise addition.        : Concatenation over the second dimension. 

Fig. 2. Network configuration for modeling p(x,y|z). For simplicity, specifics of the
encoder and decoder layers are excluded, and skip connections are omitted.

Table 5. Illustration of the
CholecSeg8k.
Class ID Object Color
Class 0 Black background
Class 1 Abdominal wall
Class 2 Liver
Class 3 Gastrointestinal tract
Class 4 Fat
Class 5 Grasper
Class 6 Connective tissue
Class 7 Blood
Class 8 Cystic duct
Class 9 L-hook electrocautery
Class 10 Gallbladder
Class 11 Hepatic vein
Class 12 Liver ligament

Table 6. Illustration of the
AutoLaparo. I: Instrument
Class ID Object Color
Class 0 Background
Class 1 Manipulation of I-1
Class 2 Shaft of I-1
Class 3 Manipulation of I-2
Class 4 Shaft of I-2
Class 5 Manipulation of I-3
Class 6 Shaft of I-3
Class 7 Manipulation of I-4
Class 8 Shaft of I-4
Class 9 Uterus
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Ground truth Scribble annotation

Fig. 3. An example of
weak annotation simula-
tion with skeletonization.
The white area indicates
unlabeled region.

Images Ground truth Scribble annotation

Right ventricle
Myocardium
Left ventricle
Unlabeled region

Fig. 4. An example slice of the ACDC dataset.
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Fig. 5. Visualization results of various methods.


