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Abstract. The accurate prediction of femur shape changes due to hip
diseases is potentially useful for early diagnosis, treatment planning,
and the assessment of disease progression. This study proposes a novel
pipeline that leverages geometry encoding and context-awareness mech-
anisms to predict disease-related femur shape changes. Our method ex-
ploits the inherent geometric properties of femurs in CT scans to model
and predict alterations in bone structure associated with various hip dis-
eases, such as osteoarthritis (OA). We constructed a database of 367
CT scans from patients with hip OA, annotated using a previously de-
veloped bone segmentation model and an automated OA grading sys-
tem. By combining geometry encoding and clinical context, our model
achieves femur surface deformation prediction through implicit geometric
and clinical insights, allowing for the detailed modeling of bone geometry
variations due to disease progression. Our model demonstrated moderate
accuracy in a cross-validation study, with a point-to-face distance (P2F)
of 1.545mm on the femoral head, aligning with other advanced predic-
tive methods. This work marks a significant step toward personalized hip
disease treatment, offering a valuable tool for clinicians and researchers
and aiming to enhance patient care outcomes.

Keywords: Bones - Shape Prediction - Point Cloud Deep Networks -
Geometry Encoding - Clinical Context.

1 Introduction

Hip osteoarthritis (OA) poses significant public health challenges, linking to
chronic pain, functional disability, and hip replacement surgeries [5]. The dis-
ease progression alters femur shape, making accurate prediction critical for di-
agnosing hip diseases and for the medical research into OA trajectories [23].
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However, this task is challenging due to the subtle initial differences between
normal and diseased femurs, which become more pronounced and varied as the
disease progresses.

Recent progress in deep learning (DL) for predicting anatomical shape defor-
mations requires large longitudinal datasets, whose acquisition is time-consuming
and laborious. For instance, Caliva et al. [3] gathered a large-scale longitudinal
dataset of MRI images from 2394 patients, taken annually over two years, to
study changes in the distal femur. A similar data requirement was also present
in cranial implant prediction [27]. In contrast, statistical shape models (SSMs)
offer a way to use smaller datasets by focusing on the major variations within the
data [20]. However, the inherent linearity of conventional SSMs limits their effec-
tiveness and breadth of application [2[7I8T12]. To address this limitation, recent
works like FlowSSM [14] and Mesh2SSM [12] have introduced non-linear ele-
ments into SSM, enhancing accuracy and flexibility. FlowSSM, for instance, en-
ables landmark-free modeling through a neural flow deformer, while Mesh2SSM
uses sparse correspondences and unsupervised learning for better shape anal-
ysis. Despite these advancements, such methods ignore the potential of inte-
grating clinical context into spatial data, which could yield additional insights
into patient-specific conditions. Our approach bridges this gap by integrating
geometric shape analysis with clinical context awareness [I7IT1125]29], aiming to
uncover latent correlations between surface deformations and clinical conditions.
The strategy employs demographic and pathological data, which are known to
influence femoral morphology [26], as auxiliary information alongside geometric
details, offering a more comprehensive analysis than traditional methods.

This study develops a comprehensive pipeline to predict femur shape changes
resulting from hip OA progression, using partially diseased CT scans and de-
mographic data. Given the challenges in acquiring longitudinal datasets, the
model predicts the femur shape of the diseased lateral using the contralateral,
normal lateral from the same patient’s CT scan. This approach is based on
the proven symmetry between bilateral femurs, as documented in [30]. Our ap-
proach overcomes the limitations of previous SSM-based and DL-based methods
by integrating geometric encoding and clinical context awareness mechanisms.
Conceptually, a segmentation model and an OA grading model are deployed to
extract bone labels and pathological data from CT scans. Subsequently, a mul-
tilayer perceptron (MLP)-based model is trained to fuse geometric features and
clinical context for femur shape prediction. This tool could assist researchers in
precisely delineating patient trajectories and facilitate the exploration of inter-
vention effects, such as hip joint implants, on predicted bone remodeling.

The contribution of this paper is threefold: 1) a comprehensive pipeline is
proposed for predicting femur shape changes from the normal bone shape of the
same patient. This enhances prediction accuracy with limited data by incorpo-
rating geometric encoding and clinical context; 2) the impact of incorporating
geometric encoding and clinical context on the accuracy of shape prediction is
validated; 3) the effectiveness of the proposed pipeline is demonstrated using a
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Fig. 1. Overview of the Proposed Pipeline: a. Data Preparation employs a pre-
trained Bayesian U-net and a hip OA grading model for CT scan segmentation and OA
grading. Then, classifies segmented images into normal or diseased based on pathology
labels. b. 3D Reconstruction mesh reconstruction and refinement. ¢. Correspon-
dence Construction uses group-wise registration to create a mean shape for the
non-rigid fitting of all surfaces. d. Diseased Shape Prediction vertex-wisely pre-
dicts the diseased femur shape from the patient’s normal surface and clinical data.

non-longitudinal dataset of 367 lower extremity CT scans from patients with
unilateral hip joint osteoarthritis (OA), as a proof-of-concept experiment.

2 Method

The overview of the proposed pipeline is illustrated in Figure [I] This section
provides detailed explanations of the data preparation process and descriptions
of each module involved in predicting diseased femur shapes from normal laterals.

2.1 Dataset Preparation

We collected a dataset of CT images comprising 367 preoperative scans of the
lower extremities from patients aged 17 to 87, all diagnosed with unilateral hip
joint osteoarthritis. This dataset also includes demographic information such
as sex, age, height, and weight. Each CT image was trimmed to the region of
interest (ROI) from the iliac crest to the knee joint beforehand, and the shape
is (512, 512, n) with element spacing of (0.7,0.7,1.0), where n € [526, 700].
Figure [Tla and Figure [2] illustrate the bone and pathological data extrac-
tion process for our study. Initially, femur labels were extracted from CT images
using a pre-trained 5-layer Bayesian U-net [9], as depicted in Figure a. Simul-
taneously, each CT image was projected onto the anteroposterior plane (AP) to
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Fig. 2. Diagram of bone shape and pathological data preparation.

create a digitally reconstructed radiograph (DRR) of the hip joint’s ROI. From
this DRR, a pre-trained ViT-based model [I5] automatically assigned Crowe and
Kellgren and Lawrence (KL) grades [I3] for OA assessment. The dataset features
Crowe grades ranging from 0 to 3 and KL grades from 0 to 4. After associating
the segmentation label with OA grades, the CT image was bifurcated into two
parts: the healthier (normal) lateral of lower Crowe and KL grades, and the dis-
eased lateral of higher grades. The accuracy (mean =+ std) of the segmentation
model is DC: 0.991 + 0.005 and ASD: 0.152 4+ 0.384 mm. The accuracy of the
OA grading model is 0.955 + 0.021 for one-neighbor and 0.649 £+ 0.023 for exact
class, with the predictions verified by medical experts.

As depicted in Figure [I}b, both normal and diseased laterals were converted
and remeshed into 3D meshes of 8192 vertices using the Visualization Toolkit
(VTK) [19] and Approximated Centroidal Voronoi Diagrams (ACVD) [22], to
balance surface details and computational cost. Then in Figure [Tlc, we per-
formed a group-wise registration of all surfaces with reference identification via
ShapeWorks []. To establish surface correspondences, we non-rigidly adjusted
the mean shape to fit the other surfaces using a geodesic-based Bayesian Coher-
ent Point Drift (BCPD) method [I0]. The distance error for registration is 1.104
+ 0.131 mm (mean =+ std). Finally, all surfaces were aligned to the reference in
preparation for subsequent experiments.

2.2 Shape Prediction

Geometry Encoding and Clinical Context To effectively utilize spatial
information from vertex coordinates and correspondence, we involve a method
called geometry encoding to convert coordinates to high-dimensional features.
This approach allows precisely encoding each vertex on surfaces by positional
and index encoding. Unlike its usage in transformers, positional encoding trans-
forms vertex coordinates into a higher-dimensional space using high-frequency
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sinusoidal functions, enhancing the network’s ability to detect subtle variations
[16]. Index encoding, conversely, assigns unique indices to each vertex to main-
tain structural integrity and positional relationships, thus aiding the network in
learning complex geometric details.

Furthermore, we propose a clinical context module that fuses demographic
(age, sex, height, weight) and pathological data, including Crowe and KL grades
for the normal lateral, as well as the OA grade difference between both laterals.
Empirically, embedding only the OA grade of either the normal or diseased lat-
eral leads to generating homogeneous shapes. This is implemented by embedding
categorical data (e.g., sex) or processing continuous data (e.g., age) through a
fully connected layer, resulting in two vectors. These vectors are then merged and
processed through a 2-layer dense network to serve as a comprehensive clinical
feature, offering contextual insights for enhanced model performance.

Proposed Backbone An MLP-based model Fy : (z,C') — y is designed to fuse
geometry and, optionally, clinical information for shape prediction, as illustrated
in Figure d. During the training phase, 3-D coordinate of vertex z;; on a normal
surface S; is encoded to a 63-D position feature vector f,,s and a 32-D index
feature vector f;4, by geometry encoding. The two vectors are then concatenated
to form the geometric feature of x;;. Concurrently, clinical data C; associated
with S; is embedded into a 128-D clinical feature vector, derived from multiple
32-D demography features fp and pathology features fp, using a 2-layer dense
network. Subsequently, these two types of feature vectors are fused and input into
an MLP network, adapted from the decoder in [6]. The weights 6 are optimized
by mean absolute error (MAE) between the predicted vertex ¢;; and those y;;
of the ground truth (GT) diseased shape Vj, as well as the L1 Chamfer Distance
(CD) between the predicted vertex locations ‘7] and Vj. The loss function is
described as follows:

M N;
£tota1 = % Z NL |gz] - yzj‘ + A ACl(]hamfer(vvjﬁ ij) (]-)
j=1 J =1
where A\, M, and N are the weight, number of training shapes, and number
of vertices in the surface, respectively. A is set to 10 in all experiments. This
integrated approach enables the model to make more informed decisions, effec-
tively enhancing its ability to discern subtle distinctions and patterns within the
deformation that geometric features alone may not fully capture.

Point Cloud Models To assess the validity of our proposed model, we per-
form comparative experiments using the autoencoder (AE) variants of several
state-of-the-art point cloud networks (PCNs) as the foundation for shape predic-
tion. These models include: PointNet[I8] (convolution-based), DGCNN|[24]
(Dynamic Graph CNN, convolution-based with edge convolution), and SFIN|[28§]
(SnowflakeNet, transformer-based). For a fair comparison, we adhere to the de-
fault hyperparameter settings provided that achieve the best performance among



6 G. Li et al.

the officially provided templates and conduct training trials three times using
L1 CD loss, MAE loss, or Lial- The best-performing results by each loss type
are selected for comparison. Non-linear SSMs are not compared here as their
strength lies in descriptively capturing subtle variances. However, future work
will include their evaluation, focusing on a flexible representation of shapes for
predictive tasks.

2.3 Evaluation Metrics

To thoroughly evaluate our model, we utilize several metrics: the F-score [21],
point-to-face (P2F) distance, Hausdorff distance (HD), HD95, the Earth Mover’s
Distance (EMD), and the L1 and L2 Chamfer Distance (CD). The F-score mea-
sures reconstruction accuracy by calculating the percentage of correctly pre-
dicted points, providing insight into the model’s overall performance. On the
other hand, the P2F distance assesses surface sampling precision by comput-
ing the average distance from each predicted point to the nearest surface on the
ground truth mesh [I]. The P2F, CD, and HD focus on measuring geometric dis-
crepancies and spatial accuracy between shapes, while the EMD and the F-score
evaluate the overall similarity and completeness of the model predictions.

3 Experiments and Results

We conducted experiments across all PCN models and two proposed methods:
1) GE (MLP with geometry encoding) to validate our proposed backbone’s
effectiveness; and 2) GE+CCA (GE enhanced with clinical context awareness),
to assess the impact of the context-awareness module, also serving as an ablation
study. Our experiments use the Normal-Diseased baseline, which considers the
GT difference between normal and diseased laterals, reflecting the variation in
femur deformation at different OA progression stages. We employed a 10-fold
cross-validation across all methods on our femur shape dataset. During training,
we reserve 10% of the surfaces as a validation set for each fold. For PCN models,
our combined loss, Liotal, yielded the best results on DGCNN, whereas CD loss
was most effective on PointNet and SEN. Note that all PCNs use only geometry
information for training. Considering the proximal femur’s sensitivity to OA
progression, our evaluation focus was on the upper quarter of the femur.
Observations on the dataset indicate that femur shape variations are more
constrained among patients with minor OA grade differences between hip joints.
Therefore, to enhance clinical utility, our study specifically targets patients with
a lateral KL grade discrepancy of 4 and a Crowe grade discrepancy greater
than 0. The average performance across seven metrics is presented in Table
and we put the full results in the supplementary material. One can infer that
GE surpasses the baseline and all PCNs in every metric with limited train-
ing data (around 300 cases). This highlights the effectiveness of the proposed
MLP + geometry encoding model in leveraging correspondence and spatial data
across normal and diseased laterals. The method achieves a high F-score close
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Fig. 3. Comparative shape prediction results for different disease progression degrees.
P2F and EMD results are attached to show spatial accuracy and distribution similarity
between prediction and ground truth (GT). From left to right, it includes input surfaces
(normal), GT of the diseased lateral, the deviation between GT of normal and diseased
laterals, and predictions from all methods. Vertically, the display features representative
cases of five distinct stages of hip joint disease progression on the diseased lateral: KL
2, Crowe 1, KL 3, Crowe 1, KL 4, Crowe 1, KL 4, Crowe 2, and KL 4, Crowe 3.

to the baseline, indicating reasonable shape completeness in our shape predic-
tions. When integrated with CCA, our model shows modest improvements over
the baseline by fusing supplemental demographic and pathological data, evi-
denced by a decrease in P2F by around 0.09, L; CD by 0.36, and HD by about
1.2. Among the PCNs, spatial accuracy measures results were unsatisfactory.
However, DGCNN scores relatively well in F-score and EMD, benefiting from
correspondence and the geometric relationships captured by k-nearest neighbors
(KNN). SFN, despite being proven effective in learning point cloud representa-
tions using small-scale datasets [I], demonstrated a less impressive performance
in capturing deformations from normal to diseased states.

In each progression stage, we select typical cases and envision their patho-
logical accuracy through the P2F distance to the ground truth, as visualized
in Figure [3] This illustrates that our GE + CCA method effectively preserves
geometric features, even in mildly ill cases where the deviation from the normal
lateral is minimal (see the 1st row). In scenarios involving severe deformations of
the femoral head and neck, as shown in the 4th row, our method still manages to
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Table 1. Comparative analysis of average evaluation metrics for point predictions
using various methods, where GE and GE 4+ CCA are our proposed methods. F-score
is computed with a 1% threshold relative to the shape’s bounding box diagonal. The
best prediction values are shown in bold.

. Metrics
Grade Diff. - Method P2F(mm)| CD L1] CD L2] HDJ] HD95] F-scorel EMDJ
N-D* 1.630  4.618 5613 11.251 5.630 0421 5.409

KL 4 PointNet 1.864 4.885 5.743 13.368 5.355 0.265 11.817
Crowe 0-2 DGCNN 1.928 5.015 6.050 12.037 6.043 0.326 5.584
Snowflake 1.951 4.853 5.660 12.477 5.203 0.260 10.032
262 Cases GE 1.583 4.316 5.154 10.443 4.972 0.416 5.179
GE+ CCA 1.545 4.257 5.074 10.066 4.941 0.418 5.170

* Direct comparison between the ground truth of normal and diseased laterals.

predict the direction of deformation based on clinical information. Furthermore,
we reconstruct the proximal femur from point predictions in two representative
cases with high osteoarthritis (OA) grades, offering a qualitative view of the
prediction’s uniformity.

Limitations and Future Works Two major limitations of our proposed
pipeline need to be addressed. Firstly, the performance of our model is affected
by the quality of image segmentations and clinical data, which results in modest
enhancements over the baseline Table[I] Despite incorporating Bayesian estima-
tion in our upstream models [9T5] to improve validity, our pipeline’s two-stage
process may still amplify initial errors. Secondly, our model focuses exclusively on
surface correspondence and overlooks the local geometric relationships, evident
from the rough surfaces observed around areas such as the greater trochanter
(see Figure . Future efforts will aim to improve pipeline robustness, enhance
model reliability in clinical settings through probability calibration, and increase
accuracy by incorporating edge feature extraction. Additionally, a longitudinal
dataset is being collected for more comprehensive comparisons.
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4 Conclusions

This study introduces a novel pipeling] for predicting femur shape changes due
to hip OA progression from normal lateral, leveraging geometry encoding and
clinical context awareness. This approach overcomes the limitations of previous
SSM-based and DL-based models by effectively utilizing surface correspondence
for geometric feature extraction. Our MLP-based fusion model integrates patient
demographics and hip OA grades, providing superior geometric and clinical in-
sights compared to standard PCN models across multiple metrics. Furthermore,
our pipeline’s design facilitates the easy incorporation of new clinical data types
and holds the potential to predict femur shapes with specific hip OA states.
Although further accuracy improvements and validation are necessary for appli-
cation in real clinical scenarios, our pipeline reveals a potential multi-modality
pathway for femur deformation prediction.
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