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Abstract. Subtype and Stage Inference (SuStaIn) is a useful Event-
based Model for capturing both the temporal and the phenotypical pat-
terns for any progressive disorders, which is essential for understanding
the heterogeneous nature of such diseases. However, this model cannot
capture subtypes with different progression rates with respect to pre-
defined biomarkers with fixed events prior to inference. Therefore, we
propose an adaptive algorithm for learning subtype-specific events while
making subtype and stage inference. We use simulation to demonstrate
the improvement with respect to various performance metrics. Finally,
we provide snapshots of different levels of biomarker abnormality within
different subtypes on Alzheimer’s Disease (AD) data to demonstrate the
effectiveness of our algorithm.

Keywords: Disease Heterogeneity · Subtype-Specific Events Discovery
· Alzheimer’s Disease.

1 Introduction

1.1 Background

Neurodegenerative diseases, such as Alzheimer’s Disease (AD), are highly hetero-
geneous [9, 10, 14, 17], which means that individuals affected by the same medical
conditions can have high variability in clinical, genetic, and environmental mea-
surements, as well as treatment responses and prognosis. Better understandings
of disease heterogeneity can improve diagnosis, treatment strategies, and patient
outcomes with the assistance and advancement of personalized medicines.

1.2 Previous Model

There are two essential aspects of such heterogeneity: phenotypic heterogeneity
(disease subtypes) [2, 12, 13] and temporal heterogeneity [8, 15] (disease stages for
distinct subtypes). Most previous works concentrate on only one of the aspects,
but the interactions between the two aspects might be missed. However, the
Subtype and Stage Inference model [20] can effectively capture such relations
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by dividing the disease population into distinct subgroups with different disease
progression trajectories. Furthermore, based on the learned disease trajectories,
and given a new individual, the model is able to predict which subgroup the
individual most likely belongs to, as well as its most likely disease stage within
that subgroup. As a result, this model can provide a more refined and precise
stratification of patients based on both phenotypic and temporal aspects of a
certain progressive disease and facilitates the development of precision medicine
in clinical trials and healthcare.

1.3 Previous Model Mathematical Details

The Subtype and Stage Inference (SuStaIn) model is an extension of the event-
based disease progression model [7], where each biomarker has a series of events
as z-scores that measure the degree of abnormality for a given biomarker from
the patient population. The model defines the events as hyperparameters before
fitting the model, and the ultimate goal is to learn a permutation or ordering
of the events both within and across biomarkers. The SuStaIn model learns a
mixture of the continuous versions of the event-based disease progression model
and implements piece-wise linear interpolation between events to form disease
trajectories for each biomarker, where each trajectory measures the biomarker’s
z-score as a function of time.

Formally, define a set of subjects j = 1, . . . , J and each subject has biomarker
measurements i = 1, . . . , I. Then, the entire data is defined as X = {xij : i =
1, . . . , I, j = 1, . . . , J}. Define the time of occurrence of the events {tzi

ki

: i =

1, . . . , I, ki = 1, . . . , Ri}, where each biomarker i has a total of Ri z-score events,
and the events take values {ziki

: i = 1, . . . , I, ki = 1, . . . , Ri}. Furthermore,
define {tzi

max
: i = 1, . . . , I} as the maximum z-score thresholds (z-max) for each

biomarker. Let R =
∑I

i=1 Ri be the total number of events or number of stages,
and the goal of the model is to learn a bijection π : {1, . . . , R} → {1, . . . , R} that
defines an ordering for

S = {tz1
1
, . . . , tz1

R1
, tz2

1
, . . . , tz2

R2
, . . . , tzI

1
, . . . , tzI

RI

}.

The SuStaIn model tries to find disease subtypes c = 1, . . . , C, and each sub-
type has a prior fc = P (Sc) and its data likelihood P (X|Sc). The model finds
f1, . . . , fC , S1, . . . , SC that maximizes the following data likelihood:

P (X|M) =

C∑
c=1

fcP (X|Sc),

where

P (X|Sc) =
J∏

j=1

[∫ N+1

0

P (t)
I∏

i=1

P (xij |t)dt

]
, (1)

xij |t ∼ N(gi(t), σi),
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and

gi(t) =



z1
tz1

t, 0 < t ≤ tz1
z1 +

z2−z1
tz2−tz1

(t− tz1) , tz1 < t ≤ tz2
...

zR−1 +
zR−zR−1

tzR−tzR−1

(
t− tzR−1

)
, tzR−1

< t ≤ tzR

zR + zmax−zR
tzmax−tzR

(t− tzR) , tzR < t ≤ tzmax

1.4 Motivation of Current Model

In general, the Z-Score SuStaIn model (abbreviated as SuStaIn) [1, 20] is able
to capture both the phenotypical and temporal complexities by the following
procedure:

1. Define the z-score events as hyperparameters of the model. First, define
zimax for each biomarker as the maximum z-scored biomarker values from the
entire data. Next, specify the number of z-score events for each biomarker as R1.
Then, the z-score events can be set as {zir =

zi
max

R1+1r, i = 1, . . . , I, r = 1, . . . , R1},
which splits [0, zimax] into equal intervals for interpolation and gives uniformly
sampled information on the trajectories. This is the default option unless speci-
fied with some domain expertise.

2. Run the data X on SuStaIn model. The model will keep splitting all the
data into distinct subgroups until further splitting yields a lower overall likeli-
hood. Eventually, the model will output C permutation sequences, one sequence
for each subtype. Then, combining the sequences and z-score events defined in
step 1, one continuous trajectory for each biomarker in each subtype can be
obtained by linear interpolation on the points (tzi

ki

, ziki
) for fixed i.

3. Given the trajectories obtained from step 2, the model calculates the prob-
ability of each individual belonging to each subtype and each stage. Then the
model will output the maximum likelihood subtype and stage for each individual.

However, the model assumes and defines a common set of z-score events for all
subtypes beforehand. In particular, the maximum z-scores (z1max, z

2
max, . . . , z

I
max)

is the same for all subtypes. Nevertheless, different subtypes may have different
sets of maximum z-scores, and they may require different sets of z-score events
defined accordingly from step 1. Alternatively speaking, the degree of abnor-
mality of a single biomarker may be considered different for different disease
subtypes. Previous works have demonstrated that AD patients have various dis-
ease progression rates [3–5, 11], which can be validated by the genetic burden
measured by the cytosine-adenine-guanine (CAG) age product (CAP) score: fast
progressing subjects tend to have higher genetic burden [19]. Another previous
study has demonstrated that there are more than one possible distributions of
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the rate of AD progression for any AD patient [18]. These imply that the same
biomarker in different subtypes should have different rates of progression and
may not reach the same abnormality level at late stages of the disease, and the
model should allow the flexibility of reflecting such different rates by defining
subtype-specific z-score events that are adaptive to each updated set of subtyped
data during the model training process.

Hence, we propose the Subtype-Specific Events Discovery (SSED) Algorithm,
which incorporates subtype-specific z-score event definitions. This approach al-
lows for the characterization of possible disease stages tailored to each subpopula-
tion from distinct subtypes, accommodating potentially inconsistent progression
rates. SSED is particularly effective at identifying atypical subtype trajectories
that exhibit significant differences in progression rates across ROIs. We relax
the constraints for fixed z-score events definitions, enlarge the previous model
space, which is the set of all possible outputs of the model, while maintaining
the model time complexity.

2 Methods

2.1 Subtype-Specific Events Discovery (SSED) Algorithm Details

First, we run the SuStaIn model and obtain the maximum likelihood subtype
for each subject subInd, and we initialize SSED with this subtype assignment.
Then, the iterative procedure follows:

Fitting Step: we run SuStaIn separately (RunSep) on each subtyped datasets
to obtain C event sequences. Combined with the z-score values of the events, we
obtain C I-dimensional trajectories for each of the C subtypes.

Subtyping Step: given each of the subtype trajectories, we can calculate
each subject’s probability of belonging to each stage of each subtype (CalProb),
which corresponds to a J ×R × C tensor Ps. Then, we add up all probabilities
of stages for each subject and each subtype to form a J ×C matrix P . Then, we
add up all probabilities of subjects for each subtype to and normalize to form
a C-dimensional vector f , which corresponds to the probability of each subtype
f1, . . . , fC . Denote the random variable St as the index of the subtype, and the
random variable Sj as the index of the subject. According to the Bayes rule
(CalBayes),

Qjc := P (St = c|Sj = j) =
P (Sj = j|St = c)P (St = c)∑C
l=1 P (Sj = j|St = l)P (St = l)

=
Pjcfc∑C
l=1 Pjlfl

Finally, we can find the updated subtype assignment indices subIndNew by

c∗j = argmax
c

Qjc.

As for finding new subtypes, SuStaIn uses divisive subtyping, which could poten-
tially lead to problems because the new subtypes depend on previous divisions.
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However, SSED will re-evaluate subtypes at different iterations to avoid the
problem.

Next, we define several metrics for model evaluation. The first metric is data
log likelihood, which is the same metric that SuStaIn uses [20]. However, we
would like to define another performance metric that does not depend on the
model . We leverage the silhouette score that measures clustering performance:
the larger inter-cluster distance and smaller intra-cluster distance, the higher the
score. However, optimal subtype assignments still have large distance between
data from different stages, but data from different stages across subtypes follow
the clustering structure. Since we do not have a more reasonable performance
metric for the model at this time, we define the performance metric to be the
average stage-wise silhouette score (ASSS), which calculates the average
silhouette score of subsets of data that belong to the same stage across subtypes
(CalASSS).

We will repeat the iterative procedure above until the ASSS has a small
change between iterations, and the algorithm will output the events sequences
seq and their corresponding z-score event values zvals (points for interpola-
tion of the subtype trajectories) for each subtype, maximum likelihood subtype
subNewInd, and maximum likelihood stage stageInd for each subject. In sum-
mary, the pseudocode for the algorithm is presented below.

Algorithm 1 Subtype-Specific Events Discovery (SSED)
1: procedure SSED(subInd, data, iter, score)
2: for c in Unique(subInd) do ▷ Expectation Step
3: seq[c], zvals[c]← RunSep(data[where(subInd == c)])
4: end for
5: Ps← CalProb(seq) ▷ Maximization Step
6: P ← Sum(Ps, 1) ▷ Sum over all stages
7: f ← Sum(P, 0)/Sum(Sum(P, 0)) ▷ Sum over all subjects
8: Q← CalBayes(P, f)
9: subIndNew ← Argmax(Q, 1) ▷ Maximize over all subtypes

10: stageInd, scoreNew ← CalASSS(subIndNew, Ps, data)
11: if |scoreNew − score| ≤ threshold then ▷ Terminate algorithm
12: return seq, zvals, subIndNew, stageInd
13: end if
14: return SSED(subIndNew, data, iter + 1, scoreNew) ▷ Next iteration
15: end procedure

Finally, since we do not know appropriate number of subtypes C, we will
start from running 1 subtype model and keep increasing the number of subtypes
and refit to SSED to see if the model likelihood keeps increasing. Whenever
we observe a decrease in likelihood between fitting with C subtypes and C + 1
subtypes, we stop with the output with C subtypes.
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2.2 Simulation

In this section, we will demonstrate that SSED is capable of capturing existing
patterns. First, we set three ground truth piece-wise linear trajectories, and
different colors represent different ground truth subtypes. Then, we extract the
interpolation points (tzi

ki

, ziki
) and add Gaussian noise to each of the points

to form our simulation data. The lightness of the colors represent the ground
truth stages of different subtypes: the darker of each point, the later stage it
belongs to throughout the duration of disease progression. The fourth plot is the
visualization of the SuStaIn output, including the learned trajectories, subtypes
indicated by the color, and stages indicated by the lightness. We can see that
SuStaIn can’t distinguish two of the ground truth subtypes. However, we can
continue to train the SSED using the 2 subtype assignments obtained from
running SuStaIn. Afterwards, we try to fit 3 subtypes with SSED to see if the
likelihood is higher than fitting 2 subtypes with SSED. As for the initialization of
the third subtype, we randomly change 10% of the data to be the third subtype.
At iteration 0, we can see that the subtypes are mixed together; however, at
iteration 1, we can see that both the learned trajectories and subtypes shift
towards the ground truth, and the algorithm eventually stops when the output
almost exactly matches with the ground truth trajectories, subtypes, and stages
(Fig. 1).

Fig. 1. Top Row: Ground truth trajectories and its simulation data; SuStaIn output.
Bottom Row: SSED output for each iteration for 2 subtypes; SSED output for each
iteration for 3 subtypes.

We quantitatively compare the performance in five metrics: total data like-
lihood according to equation (1); sum of Euclidean distances between ground
truth interpolation points and output interpolation points at each stage of each
subtype (Sum of Distance); subtype Adjusted Random Index (Subtype ARI),
which is a similarity measure of two cluster assignments; stage Adjusted Ran-
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dom Index (Stage ARI); and ASSS. From these metrics (Table 1), we see that
running SSED with 3 subtypes has a higher performance than SuStaIn in all five
metrics, showing that SSED is an improvement on the SuStaIn model.

Table 1. Performance Comparison between SuStaIn and SSED outputs.

Log Likelihood Sum of Distance Subtype ARI Stage ARI ASSS
SuStaIn 2 Subtypes -1044 30.26 .341 .424 .643
SSED 2 Subtypes -880 8.933 .386 .356 .66
SSED 3 Subtypes -776 6.322 .593 .569 .701

3 Results

3.1 Datasets and Data Preprocessing

We use 159 tau PET images from the Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI) Study and 268 tau PET images from the Anti-Amyloid Treatment
in Asymptomatic Alzheimer’s Disease (A4) Study [16]. In total, we have 427
amyloid-positive-tau-positive (A+T+) cross-sectional PET images for training
both SuStaIn and SSED models, where A+/A- labels are provided by ADNI
and A4, and T+/T- labels are based on whether the peak SUVR value of the
image exceeds 1.5. All images are first preprocessed by Freesurfer [6] for volume
parcellation using the Desikan-Killiany atlas, averaged across frames and regis-
tered to T1 space. Then, the images are corrected for partial volume effect and
intensity-normalized with the inferior cerebellar gray matter reference region to
get SUVR images. Then, the SUVR images are projected onto individual cor-
tical surfaces and the fsavergae_rh cortical template [21]. Then we extract the
average SUVR values across each of the five ROIs as biomarkers for each subject:
Temporal, Frontal, Parietal, Occipital, and Medial Temporal Lobe. Finally, we
z-score all the data with respect to the cognitively normal (CN A-T-) population
by its mean and standard deviation.

3.2 Results on ADNI and A4 Datasets

Table 2. Performance Comparison between SuStaIn and SSED outputs.

ADNI Likelihood ADNI ASSS A4 Likelihood A4 ASSS ADNI&A4 ARI
SuStaIn -1646 .276 -2159 .209 .155
SSED -1401 .343 -1931 .294 .561

We run SSED on ADNI and A4 data separately. We choose to fit 3 subtypes,
which agrees with the number of subtypes detected in previous work on SuStaIn
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model [20]. Since we don’t have ground truth subtypes and stages, we will stay
with the remaining measures: model log likelihood and ASSS. In order to fur-
ther validate the improvement on SSED, since ADNI and A4 data is similarly
distributed, we use ARI to measure the consistency of output subtypes between
ADNI and A4. Specifically, we use the trained SSED model on ADNI to predict
subtype assignments of all the A4 data and compare their similarity with sub-
type assignments of all the A4 data directly from the trained SSED model on A4.
We set the number of events defined for each biomarker to be 2 for efficiency, and
we have 5 biomarkers, which gives 10 stages in total for each subtype. We can
see from the table (Table 2) that SSED has a higher performance over SuStaIn
in all the metrics defined.

Fig. 2. SuStaIn and SSED output subtype sequences for stages 1, 4, 7, and 10.

Finally, we can visualize the subtype patterns of ADNI data throughout
stages (Fig. 2). The color scale represents the z-scored SUVR values. We compare
the SuStaIn and SSED outputs of the snapshots of subtypes trajectories at stages
1, 4, 7, and 10. The subtype patterns are similar for both outputs. However,
SuStaIn subtypes are forced to converge to similar patterns due to the constraint
of a single set of definition of events for distinct subtypes, but SSED subtypes
can decorrelate biomarkers and are flexible to have biomarker values with more
significant difference between not only ROIs but also subtypes at late stages.

4 Conclusions

In summary, SuStaIn is able to capture temporal and phenotypical patterns for
progressive disease, and we propose an algorithm for improving its performance
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with adaptive subtype-specific events, which is a more appropriate and reason-
able assumption of the model. We demonstrate the effectiveness of our algorithm
with simulation data, and we can visualize how our algorithm can generate more
distinct subtype patterns with ADNI data and capture more heterogeneous in-
formation from the same data.
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