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Abstract. Cell tracking remains a pivotal yet challenging task in biomed-
ical research. The full potential of deep learning for this purpose is often
untapped due to the limited availability of comprehensive and varied
training data sets. In this paper, we present SynCellFactory, a genera-
tive method for cell video augmentation. At the heart of SynCellFactory
lies the ControlNet architecture, which has been fine-tuned to synthesize
cell imagery with photorealistic accuracy in style and motion patterns.
This technique enables the creation of synthetic, annotated cell videos
that mirror the complexity of authentic microscopy time-lapses. Our ex-
periments demonstrate that SynCellFactory boosts the performance of
well-established deep learning models for cell tracking, particularly when
original training data is sparse.
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1 Introduction

Digital time-lapse microscopy allows for large-scale observations of cells over
time, providing a deeper understanding of cellular processes [4, 11, 2]. However,
to fully harness the potential of time-lapse imaging, automated cell tracking
approaches are needed, which can provide a quantitative analysis of cell behavior
for vast amounts of data.

Cell tracking is characterized by challenges such as variable image contrast,
intricate behaviors such as cell division and, in some examples, indistinguisha-
bility of cells. Recent advancements in computer vision have shown that neural
networks are highly effective in multi-object tracking tasks [8,15,6]. However,
their application in cell tracking remains limited and exploratory, primarily due
to the scarcity of annotated cell tracking data [13].

In recent years, although medium-scale annotated tracking data sets in the
order of several thousand timeframes have become available [21,27, 13|, they are
limited to specific cell styles.

To address these challenges, this paper introduces SynCellFactory, a gen-
erative data augmentation strategy specifically designed for cell tracking. We
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embrace the power of conditioned 2D diffusion models [19, 28] to generate high-
quality, fully annotated synthetic cell videos that mimic the appearance and
behavior of real cell data sets.

Utilizing as little as one annotated cell video for training, SynCellFactory can
generate an extensive library of annotated videos in a consistent style, effectively
augmenting the available training data. This advancement holds the potential to
transform cell tracking by enabling the application of sophisticated deep learning
models previously hindered by data scarcity. Our research focuses on evaluat-
ing the impact of this data augmentation on the performance of state-of-the-art
cell tracking models. The results indicate that this novel approach addresses the
data scarcity issue and enhances tracking accuracy. We aim to open the door for
large-scale deep learning architectures in cell tracking.

Previous work already demonstrated the effectiveness of generative data augmen-
tation using diffusion models in terms of achievable image classification accuracy
[1,9,25,20]. These advances also start to impact the medical imaging domain,
where they show great promise [24,18,5,17] and have already proven effective
when used to train deep learning models [3, 7]. Closely related to our work, [22]
generates an entire video at once using a 3D diffusion model guided by optical
flow; crucially, their approach does not produce tracking pseudo ground truth
labels, while SynCellFactory does. In [10], the authors propose a model based
on CycleGAN [29] which is capable of generating raw data as well as lineage and
segmentation pseudo ground truth. However, it relies on simulated ground truth
segmentation masks to condition the data generation.

To summarize, our contributions are:

— SynCellFactory, a generative data augmentation pipeline for cell tracking.

— The proposed pipeline demonstrates out-of-the-box robust results on a wide
variety of data sets without complex hyperparameter tuning or domain-
specific knowledge.

— Empirical proof that the proposed data augmentation strategy can further
enhance accuracy of a leading deep learning cell tracking method.

2 Method

SynCellFactory operates on the principle of decoupling cell dynamics from their
appearance. Our model comprises two principal components:

1. A simple 2D motion model that simulates the spatial distribution and dy-
namics of cell cultures. It uses statistical parameters derived from real data,
enabling SynCellFactory to produce coherent and physically plausible time-
lapses. This simulation approach enhances the diversity and realism of the
generated data.

2. Two distinct ControlNets, each with a specific function, are trained for pho-
torealistic rendering. The first, CN-Pos, is adept at inpainting cells at ac-
curate spatial positions. The second, CN-Mov, focuses on the temporal dis-
placement of individual cells across consecutive frames, ensuring temporal
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Fluo-C2DL-Huh7 Fluo-C2DL-MSC  Fluo-N2DH-GOWT!1  PhC-C2DL-PSC DIC-C2DH-HeLa Fluo-N2DL-HeLa PhC-C2DH-U373

Fig. 1. Showcase of real (top row) and synthetic (other rows) images generated using
SynCellFactory. Generated videos are provided in the supplementary materials. The
training data sets are a subset of the 2D Cell Tracking Challenge [26, 13| and provide
a broad spectrum of cell lines and microscopy modalities.

consistency. These ControlNets show efficient training capabilities, making
them well suited for augmenting data sets in cell tracking applications.

In the following sections, we will detail the methodology of our model and
introduce an automated protocol for training SynCellFactory on new data sets.

2.1 Motion Model

The goal of our motion model is to generate plausible spatial cell configuration
and displacement. Our engine represents cells as 2D disks. The motion model
initializes a population of cells with randomly sampled positions and sizes drawn
from the cell area distribution of the training data. This population dynamically
evolves following a stochastic Brownian motion, guided by statistics extracted
from annotated real cell videos, which we model using a gamma distribution.
Collision detection and resolution occur when two cells overlap. Using a hard
sphere model, positions are adjusted with a repulsion vector until overlaps are
resolved. By manipulating variables such as the number of cells, their movement
speed, and the frequency of cell splitting events, we can tailor the complexity of
the tracking task.

2.2 ControlNet

ControlNet [28] is a popular architecture for enabling the conditioning of text-to-
image generative models. Our ControlNet uses the standard pre-trained Stable
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Fig. 2. SynCellFactory is a data augmentation pipeline designed to create unlimited
high-quality synthetic raw video data and corresponding pseudo ground truth. It trains
three key components using a small, and possibly sparsely labeled data set: Positional
ControlNet (CN-Pos), Movement ControlNet (CN-Mov), and a 2D movement engine
for realistic simulations. The process initiates in reverse, with the motion model gener-
ating a conditioning image at time 7" for CN-Pos. This image illustrates the expected
centers of cells using colored dots, where each color signifies a specific cell state in the
mitotic cycle: green during the interphase and blue during the different phases of cell
division. CN-Pos then employs this information to generate a realistic frame for time
T. Subsequently, CN-Mov assumes the role of producing the next frame 7' — 1, using as
conditioning an RGB image that combines the previously generated frame (in the red
channel) with the projected positions and movement patterns (in green and blue chan-
nels). Derived from the motion model, these patterns represent each cell’s trajectory
from its current to its anticipated next position as a line connecting the two. By itera-
tively applying CN-Mov, SynCellFactory can efficiently produce time-lapse sequences
of any desired length, suitable for training deep learning pipelines in cell tracking.

Diffusion v1.5 backbone trained on natural images, fine-tuned to the appearance
of biological images. Training a ControlNet for latent text-to-image diffusion
models uses triplets (Cixt, Cimg, ttgt). The text conditioning for our experiments
was fixed to the prompt “cell, microscopy, image”. In the following sections, we
describe the specific details and ¢jy,g conditioning the CN-Pos and CN-Move
models.

Positional ControlNet The positional ControlNet CN-Pos is tasked with
drawing realistic looking cells conditioned on a given position. This model is
used to generate the last frame of our synthetic videos and is the pre-trained
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backbone of the CN-Move model. At train time, the position map is constructed
by computing the center coordinates for each cell given the corresponding detec-
tion ground truth. Each detection is represented in the conditioning image Cimg

AT

as a disk with a fixed radius of r = ¥, where A. is the data set average
cell area in pixels. The disks are colored according to the stage in the cell cycle,
changing colors through the phases of Mitosis and reverting post-cytokinesis. At
inference time, the conditioning image cing is derived by the state simulated by
the motion model, converting the center of simulated cells into color-coded disks.

Movement ControlNet CN-Mov is tasked with predicting frame ¢ — 1 condi-
tioned on the frame at time ¢, the position map at time t—1, and the displacement
vectors. Displacement vectors describe the movement of the cells between frames
and are encoded as lines connecting the center position of cells.

2.3 SynCellFactory Inference

During the sampling process, we apply the trained ControlNets on the output of
our motion module to generate realistic-looking videos (see Fig. 2). The inference
process is initiated with CN-Pos generating frame ¢. Subsequently, CN-Mov iter-
atively takes the generated frame ¢ and, in conjunction with the motion model,
samples a new frame t — 1. This iterative process continues until the desired
video length of 12 frames is reached, which is double the minimum mitosis cycle
duration of tested datasets.

2.4 Segmentation Pseudo Ground Truth

SynCellFactory produces only raw video, detection, and lineage ground truth.
To address the challenge of not producing instance segmentation ground truth,
we rely on Cellpose [23, 16], a renowned deep learning framework for cell segmen-
tation, to create pseudo-ground truth segmentation. We fine-tuned a pre-trained
model from Cellpose for 100 epochs using ground truth segmentation masks from
our training data.

We integrated the motion model into the segmentation process to improve
accuracy. When a ground truth detection is present without a corresponding seg-
mentation mask, we generate one by drawing a circle with a radius r = \/A. /7,
providing an approximate mask for cells that are challenging to segment. In cases
where a segmentation mask does not overlap with any part of the generated de-
tection ground truth, it is removed.

2.5 Automated Training

To reduce the domain-specific expertise required to train SynCellFactory, we
propose a fully automated pipeline for training the ControlNets and the sampling
from the motion module.
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The only required hyperparameters that have to be manually specified to
produce our synthetic videos are: the number of videos to be generated, the
number of frames per video, and the characteristic length of the mitosis cycle.

Other parameters, such as movement statistics for the motion model, are
automatically inferred from the raw data and ground truth annotations.

3 Experiments and Results

3.1 Data sets

To validate the proposed SynCellFactory, we use the publicly available Cell
Tracking Challenge (CTC) [26,13] ! data sets.

For our experiments, we focus on the seven 2D data sets enumerated in Fig. 1.
Each data set consists of two timelapses with full tracking annotations of ground
truth and only partial hand-curated segmentation. The tracking ground truth
includes detection and identity masks for each frame and the corresponding cell
lineages. The number of frames per video ranges from 30 (Fluo-C2DL-Huh7) to
300 (PhC-C2DL-PSC).

Our experiments used a single time-lapse for the training and validation and
one for testing tracking accuracy. Sample still frames from the mentioned data
sets can be found in Fig. 1.

3.2 Experimental Setup

The training of CN-Pos and CN-Move follows the standard procedure as pre-
sented in [28]; the only major difference is that we also fine-tune the stable
diffusion UNet decoder block. Since we could only access a single annotated
timelaps for training our ControlNet, we relied on data augmentation. In par-
ticular, we found random cropping (h/2 x w/2) of the images and random 90
degree rotations beneficial. To evaluate the usefulness of SynCellFactory as a
data augmentation strategy, we used it in conjunction with the state-of-the-
art deep learning model EmbedTrack [12]. EmbedTrack uses CNNs to predict
cell segmentation and tracking jointly and already incorporates standard data
augmentation techniques during training. The generative data augmentation by
SynCellFactory can therefore be seen as additional data augmentation.

Tracking Metric To evaluate the tracking performance of our trained mod-
els, we use the official tracking accuracy measure (TRA) provided by the Cell
Tracking Challenge [14]. The TRA score is based on the concept of Acyclic
Oriented Graph Matching AOGM. The TRA score is defined as TRA = 1 —
mi“(A(Z%I\G/Iﬁ(?GMO), where AOGM represents the weighted sum of operations re-
quired to build the prediction graph and AOGMj represents the weighted sum of
operations required to build the ground truth graph. Higher TRA scores indicate

better tracking performance.

! http://celltrackingchallenge.net /2d-datasets/
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Table 1. Tracking Accuracy Measure TRA (higher is better) obtained with and with-
out our SynCellFactory. The proposed data augmentation increases tracking accuracy
for all but one of the CTC tested data sets. The o mixing coefficient has been set to
the optimal value for each data set. Error bars indicate the standard deviation over
three runs. The number of tracking predictions underlying the TRA score are reported
in supplementary material Tab. 1.

data set W /o SynCellFactory|With SynCellFactory|a

Fluo-C2DL-Huh?7 0.960 £ 0.002 0.966 + 0.003 0.66
Fluo-C2DL-MSC 0.624 + 0.060 0.685 £ 0.060 0.50
DIC-C2DH-HeLa 0.968 £+ 0.001 0.974 £ 0.001 0.80
Fluo-N2DH-GOWT1|0.980 £ 0.003 0.989 + 0.002 0.48
Fluo-N2DL-HeLa 0.939 + 0.002 0.981 + 0.002 0.87
PhC-C2DL-PSC 0.958 £+ 0.001 0.960 + 0.001 0.20
PhC-C2DH-U373 0.938 + 0.008 0.935 £ 0.007 0.87

Table 2. Comparison of the official CTC results. We improved the performance of
EmbedTrack by using our data generation for all three data sets. Originally, Embed-
Track was inapplicable to Fluo-C2DL-Huh7 due to a shortage of segmentation masks
for training. The generated data sets provided a sufficient amount of segmentation
masks, enabling EmbedTrack to track Fluo-C2DL-Huh?.

data set EmbedTrack [12]|Ours
Fluo-C2DL-Huh7|- 0.920
Fluo-C2DL-MSC |0.693 0.703
DIC-C2DH-HeLa|0.934 0.943
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Fig. 3. Quantitative results according to the Tracking Accuracy Measure TRA (higher
is better). We trained the EmbedTrack model without data augmentation (black
square) and with different real and synthetic training data mixing ratios . Here, one
can observe that although SynCellFactory augmentation positively impacts the TRA
score in all but one of the tested data sets, the correct choice of « is critical for the
model we benchmarked. Error bars indicate the standard deviation over three runs.
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3.3 Quantitative results

In all but one of the test data sets, our SynCellFactory data augmentation
improved the tracking quality as measured by the TRA score; the results can be
found in Tab. 1.

As shown in previous work using generative models for data augmentation
9,25], the ratio between synthetic and real data o = ﬁﬁﬁiﬁf‘ﬁ Fames D
the training set is crucial. This is also true for the proposed methods; in Fig. 3,
we show the tracking accuracy achieved using different mixing ratios a. Our
experiments showed two behaviors between fluorescence microscopy data sets
(denominated as Fluo-*) and all other microscopy modalities. In fluorescence
datasets, TRA scores typically increased with the mixing ratio up to an optimal
0.5 < a < 0.7, then dropped, except in one dataset where improvement continued
steadily. In Phase Contrast (PhC-*) and Differential Interference Contrast (DIC-
*) experiments, most datasets initially showed a performance drop at low «,
followed by consistent improvement at high o ~ 0.8, with one exhibiting an
initial increase, a subsequent drop, and then improvement.

CTC Results In addition to our standard experimental setup, we tested our
strategy on the official cell tracking challenge evaluation data set. The CTC
organizers evaluate the submissions on a private ground truth. We submitted the
results for three data sets. Here, we trained SynCellFactory and the EmbedTrack
model on all available training data and using the optimal mixing ratio . The
results are presented in Tab. 2 and show an improvement on all three data sets
compared to those in [12].

4 Conclusion

Despite the positive results, SynCellFactory is not without limitations.

The current motion module in SynCellFactory is simplistic, focusing on basic
cell movements. Future iterations of SynCellFactory could benefit from a more
sophisticated motion module that can accurately model a broader range of bio-
logical behaviors and interactions. Addressing this limitation would enhance the
model’s utility in more complex biological environments. SynCellFactory can
sample videos of arbitrary length, but there is a noticeable drop in quality for
extended sequences with more than 30 frames. Future developments could focus
on maintaining consistent quality across varying video lengths.

In conclusion, SynCellFactory represents a significant step forward in the
field of biological data augmentation. Its ability to generate realistic and diverse
data sets holds great potential for advancing deep learning-based cell tracking
pipelines.

Code Availability. The code is publicly available at:
https://github.com/sciai-lab/SynCellFactory
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