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Abstract. Recently, there have been significant advancements in the de-
velopment of portable low-field (LF) magnetic resonance imaging (MRI)
systems. These systems aim to provide low-cost, unshielded, and bed-
side diagnostic solutions. MRI experiences a diminished signal-to-noise
ratio (SNR) at reduced field strengths, which results in severe signal
deterioration and poor reconstruction. Therefore, reconstructing a high-
field-equivalent image from a low-field MRI is a complex challenge due
to the ill-posed nature of the task. In this paper, we introduce diffu-
sion model driven neural representation. We decompose the low-field
MRI enhancement problem into a data consistency subproblem and a
prior subproblem and solve them in an iterative framework. The diffu-
sion model provides high-quality high-field (HF) MR images prior, while
the implicit neural representation ensures data consistency. Experimen-
tal results on simulated LF data and clinical LF data indicate that our
proposed method is capable of achieving zero-shot LF MRI enhancement,
showing some potential for clinical applications.

Keywords: Diffusion models - Low-field MRI - Implicit neural repre-
sentation.

1 Introduction

Magnetic Resonance Imaging (MRI) is a leading modality in both clinical di-
agnosis and fundamental research. It is superior to other imaging modalities
as the nonionizing, noninvasive, fundamentally 3D, quantitative, and multi-
parametric [7]. However, the widespread use of high-field (HF) MRI is impeded
by the high costs associated with installation, maintenance, and operation. In
recent years, there has been intensive development of low-cost MRI hardware at
low-field (LF) strengths (<1T) for portable and shielding-free clinical imaging
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applications, particularly for brain imaging [18,19,22]. While cost-effective and
operationally simple, LF MRI scanners suffer from limitations in spatial resolu-
tion, long scanning times, and increased image noise and artifacts due to the low
MR signal proportional to the field strength By. Addressing these constraints
necessitates exploring alternative approaches to enhance LF MRI imaging qual-
ity.

Deep learning (DL) is revolutionizing high-field (HF) MR image reconstruc-
tion, offering improvements in denoising, artifacts suppression, and reconstruc-
tion from undersampled k-space data [20,29]. The growing availability of exten-
sive, high-quality HF MRI data (e.g., from HCP consortium and UK Biobank [16,
26]) is anticipated to drive advancements in LF MRI through DL techniques.
Recently, several DL attempts have been made to improve LF MR image qual-
ity [9,12,15,17]. For instance, Iglesias et al. [9] proposed a domain and resolution
agnostic model by mapping any input to high-resolution T1-weighted MR, im-
ages. Man et al. [17] trained a Partial Fourier super-resolution (PF-SR) network
using synthetic Partial Fourier sampling (acquiring only a fraction of the k-
space data) low-resolution noisy LF data from HF MR images. Nevertheless,
these models encounter several challenges: (1) Acquiring paired real LF-HF data
is arduous, and even with registration, the precision remains inadequate. (2)
Synthetic LF MR images still exhibit domain-shift (out-of-distribution) issues
with real LF MR images, leading to a high dependency of supervised learning
methods on the data distribution of the training dataset. (3) The scale-specific
synthetic degradation paradigm constrains the generalization capability of the
model.

Recently, Generative Adversarial Networks (GANSs) have gained popularity in
low-field MRI enhancement task [1,10]. Despite their ability to generate realistic
outputs, GAN-based methods face training challenges, such as mode collapse and
instability. As an alternative, denoising diffusion models (DDM) have emerged
as state-of-the-art generative models and effective generative priors for unsuper-
vised inverse problem resolution. These models transform data distribution into
Gaussian through a forward process of incremental noise perturbation. Trained
by aligning the gradient of the log density in the reverse process, they can sample
a prior from estimated posterior probabilities when presented with partial and
corrupted measurements. The prior facilitates constraining the space towards a
feasible solution for ill-posed inverse problems. There have been several meth-
ods based on diffusion models for medical imaging reconstruction that achieved
notable progress [3,24]. However, most diffusion-based LF MRI enhancement
methods [5,11] have focused on the conditional settings which are still limited
by the difficulty of obtaining the paired LF-HF data and synthetic degradation
paradigm. Developing the zero-shot method is crucial to overcome this issue.

Implicit neural representation (INR) is a novel unsupervised zero-shot DL
framework that demonstrated a significant potential for the High-Resolution
MRI reconstruction problem [27,28]. Technically, INR trains a multi-layer per-
ceptron (MLP) to represent the reconstructed MR image as a continuous func-
tion that maps the spatial coordinates to the image intensities. Due to the contin-
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uous representation provided by INR, the single well-trained INR-based model
can handle the SR tasks of arbitrary scales and significantly reduce resource
consumption. Nonetheless, the continuous prior might hold less significance in
scenarios that involve larger data domain-shift gaps without the supplement in-
formation of reconstruction images. Thus, existing INR-based methods hardly
produce satisfactory performance in the related tasks.

In this work, we propose DiffDeuR: Diffusion Driven neural Representation,
an effective unsupervised framework to reconstruct a high-field-equivalent image
from LF MRI, which is a complex challenge due to the ill-posed nature of the
task. We decompose the LF MRI enhancement problem into a data consistency
subproblem and a prior subproblem and solve them in an iterative framework.
To evaluate the performance of our proposed DiffDeuR, we conduct validation
experiments using a real clinical LF MR dataset for synthetic and real LF MRI
enhancement. The experimental results show that DiffDeuR is capable of recov-
ering implicit information and preserving data fidelity. Furthermore, it surpasses
state-of-the-art (SOTA) methodologies in terms of quantitative metrics, quali-
tative evaluations and downstream task analyses.

2 Method

In this section, we present our modeling of the problem and how we efficiently
combined diffusion models and INR and harnessed the strengths of both ap-
proaches to achieve LF MRI enhancement. Fig. 1 shows a general overview of
our approach. Specifically, our method decouples the original problem into two
sub-problems, which are solved using diffusion model and INR, respectively, and
optimized iteratively during diffusion sampling. The detailed steps of the method
can be found in Algorithm 1. Note that the diffusion model used in this paper
follows the form of ‘VE-SDE’ [25], which is a kind of score-based diffusion model.

2.1 Problem Formulation

The process of degrading HF MR images to LF MR images can be represented
by a mapping function, which is formulated as follows:

XLF — ]:(XHF)> (1>

where xpr is the LF MR data, F is the degradation operation that maps HF
MR images to low-field and xgp is the unknown HF image to be enhanced.
Regrettably, the precise expression of F remains unresolved. Inspired by the
insights of previous work [5,14,17|, we approximate this degradation process as
a superposition of downsampling, blurring, and adding noise. The approximate
model can be mathematically represented as follows:

XLF = PSF(Lk(XHF)) + n, (2)

where PSF is the Gaussian point spread function (PSF) blurring [13], Ly rep-
resents the linear downsampling operation with the factor k, n is the additive
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Fig. 1. Overview of the proposed DiffDeuR. The data-prior sub-problem is addressed
with reverse diffusion sampling utilizing a pre-trained diffusion model. At the sam-
pling timestep ¢, the method employs Tweedie denoising to generate a noise-free prior,
denoted as xo; from x;. Subsequently, X¢; is represented via INR by solving the data-
fidelity sub-problem (indicated by the orange arrow). Next, x; 1 is derived from Xq;
by adding noise, enabling the continuation of the reverse diffusion sampling.

noise that follows a Gaussian distribution. The main objective is to recover xgp
by solving the minimization problem:

1
% = argmin—— [ly — PSF(Ly(x))|* + A+ R (x). (3)

where the first data-fidelity term ensures consistency with measurement data
y, while the data-prior term R(-) incorporates prior knowledge to constrain
the solution space appropriately. A prevalent method for addressing this opti-
mization problem involves decoupling the data fidelity and prior terms using
Half Quadratic Splitting (HQS). This technique introduces an auxiliary vari-
able, z, allowing the problem to be tackled by iteratively solving two distinct
sub-problems as follows:

. 1 2
7y = argmin—— ||z — x¢||” + R (z) (4a)
2 2(/A/p)?
x; = argmin [ly — PSF(Ly(x,) | + po? [x; — 21|, (4b)

where Eq. (4b) defines the data-fidelity sub-problem, concentrating on the iden-
tification of a proximal point in relation to z;_;. Meanwhile, as stated in Eq.
(4a), from the perspective of Bayesian analysis, the data-prior sub-problem is
essentially a denoising problem, which any denoiser can solve.

2.2 Data-Prior Sub-problem Solved by Diffusion Model

As mentioned above, we decompose the LF-MRI enhancement problem into
two alternating optimization sub-problems. As the data-prior sub-problem is
essentially a Gaussian denoising problem, we propose to use the diffusion model
as the denoiser to solve it, and we can rewrite Eq. (4a) as:

Xojt = Z¢ & Xy + 078+ (X4, 1), (5)
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Algorithm 1 DiffDeuR

Require: LF-MRI y, Pre-trained diffusion model sg«, MLP network F&, Timesteps
T, Noise schedule {o:}i—y, Coordinates of images p.

1: x7 ~ (0,071);

2: fort=1T,...,1do

3: > 1. Data-prior sub-problem

4: xi—1 =Xt + (07 — 07_1) se~ (x¢,t) + /(02 — 07 1)€e, e ~ N (0,1)
5: Xo|t = Xt + oiser (xi,t) > Tweedie’s denoising
6: > 2. Data-fidelity sub-problem
0_2

7: @rcfined = argmin | Ma(p) — xop || + Aoz Lor(A(Me(p)),y)

@
8: Xot = Ma, 00 (p)
9: X¢—1 = Kot + o1—1(vE€ + /1 —&(xt — Xot)), € ~ N (0,1) > Add noise
10: end for

11: return xg

which means that the data-prior sub-problem has been transformed into a dif-
fusion denoising process with Tweedie’s formula. Then we can solve the data-
fidelity sub-problem to get a refined X|; corrected with measurement y. How-
ever, such a solution with only a single iteration of Eq. (4) is inaccurate. Inspired
by [23], we use an estimation-correction idea, which is mapping the inaccurate
solution to timestep t — 1 to continue the process of diffusion. Specifically, we
follow the setting of [30] and add noise to the inaccurate xq; with noise level cor-
responding to timestep ¢ — 1. The operation mentioned above can be succinctly
formulated as follows:

xi—1 =Ko + o_1(v/6€ + /1 — E(xs — %op1)) (6)

2.3 Data-Fidelity Sub-problem Solved by INR

INR aims to learn a continuous function that maps spatial coordinates to image
pixels using MLP. By incorporating a forward model in the MLP optimization
process, INR can be used to solve a broad spectrum of imaging inverse problems.
Drawing inspiration from [21], we propose a novel model-driven INR, framework
to solve the data-fidelity sub-problem during the diffusion sampling process.
Specifically, considering Eq. (4b), our objective is to ensure that the INR frame-
work satisfies two consistency: 1) prior consistency (PC): utilizing the data prior
Xo¢ provided by the diffusion model; 2) measurement consistency (MC): main-
taining data consistency with the measurements y (i.e., LF MRI). Technically,
we represent the solution Xg; as a continuous function of image coordinate,
which can be expressed as below:

fip=(z,y) € R* = %Xq(p) € R, (7)

where p is any spatial coordinate and Xq.(p) is the corresponding intensity
of the solution image at that position. We leverage an MLP network Mg to
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approximate the function f by optimizing the following objective function:

2
. N g A A
D cfined = arg;nm” Xolt — Xolt ||2<F>‘0_7’121 ‘CMC<A(XO|t)7y) , 8.t X0|t(p) - M@(p)
—_——— t N——

Prior Consistency Measurement Consistency

(8)
where A(-) is the forward model PSF(L(-)). The PC term minimizes the pixel-
wise L2 loss between the prior image x|, and the estimated image Xq|;, ensuring
prior consistency. For measurement consistency, we perform the forward model
on the estimated image and then minimize the distance between the estimated
measurement A (Xg|;) and real measurement y. The MC term employed can be
expressed as follows:

Lyic (Ao, y) = [|A(%op) — ylI* + - SSIM(A(%op1),y) 9)

Given the iterative nature of the proposed method, it is imperative to calibrate
the contributions of the PC and MC at various timesteps. This calibration is
to prevent the model from overfitting to LF measurements and corrupting the
final results. The modulation of the contribution weights for PC and MC is

2
achieved through a hyperparameter, denoted as /\2—5. This parameter adjusts

the weights according to the noise level corresponding to the timestep in the
diffusion sampling process, which has been proved and used in [30].

3 Experiments

3.1 Setup

Dataset. The LF MRI was collected using a 0.2T MR scanner to obtain T1-
weighted scans. Two sets of data were collected using different parameters at the
time of collection. One with a resolution of 3 x 3 mm? and a thickness of 3 mm,
and the other with a resolution of 1 x 1 mm? and a layer thickness of 6 mm.
The HF reference MRI was acquired by a 3T uMR 790 MRI scanner of United
Imaging, using a T1W, Fast SPoiled GRadient Echo (3D T1 FSP GRE) sequence
with resolution 1 x 1 x 1 mm? isotropic. All the detailed acquisition parameters
can be found in the Supplementary Material. We conducted simulated and real
data experiments to evaluate our method comprehensively. For the simulated
experiment, we used the degradation model in Eq. (2) on HF reference MRI to
generate the simulated LF MRI. For the real experiment, we directly used the
acquired LF MRI.

Baseline & Metrics. Four representative image enhancement approaches from
different categories are utilized as comparative methods: 1) traditional step-by-
step method: denoising with BM3D [6] and super-resolution with Bicubic; 2)
GAN-based method: LoHiResGAN [10], which is a GAN-based image-to-image
translation method dedicated to LF MRI enhancement; 3) INR-based methods:
IREM [28], which is an unsupervised MRI SR method; and 4) diffusion-based
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Low-Field  Bicubic + BM3D LoHiResGAN |IREM

Fig. 2. Qualitative results of methods in comparison on one test sample of synthetic
LF MRI data.

method: DPS [2]. To ensure zero-shot scenarios, for LoHiResGAN, we use the
officially provided pre-trained model and do not perform any fine-tuning. DPS
and ours DiffDeuR using the same score function from [4], which is pre-trained
only on 3T MRI.

We utilize two standard metrics to quantitatively assess the performance of
the compared methods: Peak Signal-to-Noise Ratio (PSNR), Structural Simi-
larity Index Measure (SSIM) and Learned Perceptual Image Patch Similarity
(LPIPS).

3.2 Results

Table 1. Performance of simulated LF data with all compared method results on the
test set. The best and second performances are highlighted in red and blue, respectively.

Method

PSNR

SSIM

LPIPS

Bicubic+BM3D |[6]
LoHiResGAN [10]
IREM [2§]

DPS [2]

DiffDeuR (Ours)

20.708+0.606
18.015+0.707
27.01940.255
27.71740.359
28.13040.264

0.6747+0.008
0.39094-0.013
0.8236+0.004
0.819840.007
0.91464-0.004

0.2665+0.024
0.271840.015
0.1839+0.010
0.163240.012
0.0905+0.007

Validation Study on the Simulated Low Field Experiment Dataset. In
Table 1, we show the quantitative results of all methods on the test set of the
simulation low-field data. To sum up, our DiffDeuR achieves the best perfor-
mance across all experimental conditions. Fig. 2 demonstrates the qualitative
evaluation results of all the compared methods. Our DiffDeuR method outper-
forms others in preserving image details and maintaining consistency with the
original textures. In contrast, LoHiResGAN produces unsatisfactory results with
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Low-Field _ Bicubic+BM3D LoHiResGAN
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Fig. 3. Qualitative results of methods in comparison on one test sample of the real
clinical LF MRI data with a resolution of 1 x 1 mm?.

LoHiResGAN DPS DiffDeuR Reference

Fig. 4. Qualitative results of the whole brain segmentation of the compared method

on one test sample of the real clinical LF MRI data with a resolution of 3 x 3 mm?.

distorted images. While IREM and DPS methods show some consistency with
the original images, artifacts remain. Bicubic with BM3D only provides interpo-
lation without addressing the low-field to high-field domain shift.

Performance on the Real Experiment Dataset. Fig. 3 illustrates the qual-
itative evaluation results of all the compared methods on the representative test
sample with a resolution of 1 x 1 mm?. Evidently, our DiffDeuR method ex-
hibits a remarkable capacity to recover the discernible content of brain struc-
tures. Upon the zoomed-in regions, DiffDeuR and DPS can recover particular
implicit information by leveraging the advantages of the diffusion prior. In con-
trast, LoHiResGAN is significantly constrained by data distribution, leading to
distorted reconstructions. Also, Fig. 4 demonstrates the whole brain segmenta-
tion results of compared methods on a sample with a resolution of 3 x 3 mm?
using FastSurfer [8], which is an efficient resolution-independent segmentation



DiffDeuR for low-field MRI enhancement 9

method. Our DiffDeuR reconstruction outperforms DPS and approaches the HF
reference segmentation results.

4 Conclusion

This paper proposes DiffDeuR, an unsupervised DL model for low-field MRI en-
hancement tasks. The proposed DiffDeuR follows the HQS framework to decom-
pose the low-field MRI enhancement problem into a data fidelity sub-problem
and a distribution prior sub-problem. Then, the two sub-problems are respec-
tively addressed by INR and a pre-trained diffusion model. The comprehensive
evaluation, spanning qualitative, quantitative, and downstream task analyses on
synthetic and real datasets, validates the superior performance of our DiffDeuR
model compared with SOTA methods in low-field MRI enhancement. This rein-
forces the effectiveness of our unsupervised DL approach in this domain.
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