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Abstract. Gamma camera imaging of the novel radiopharmaceutical
[99mTc]maraciclatide can be used to detect inflammation in patients with
rheumatoid arthritis. Due to the novelty of this clinical imaging appli-
cation, data are especially scarce with only one dataset composed of 48
patients available for development of classification models. In this work
we classify inflammation in individual joints in the hands of patients us-
ing only this small dataset. Our methodology combines diffusion models
to augment the available training data for this classification task from an
otherwise small and imbalanced dataset. We also explore the use of aug-
menting with a publicly available natural image dataset in combination
with a diffusion model. We use a DenseNet model to classify the inflam-
mation of individual joints in the hand. Our results show that compared
to non-augmented baseline classification accuracy, sensitivity, and speci-
ficity metrics of 0.79 ± 0.05, 0.50 ± 0.04, and 0.85 ± 0.05, respectively
our method improves model performance for these metrics to 0.91 ± 0.02,
0.79 ± 0.11, 0.93 ± 0.02, respectively. When we use an ensemble model
and combine natural image augmentation with [99mTc]maraciclatide aug-
mentation we see performance increase to 0.92 ± 0.02, 0.80 ± 0.09, 0.95
± 0.02 for accuracy, sensitivity, and specificity, respectively.
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1 Introduction

Data scarcity and quality is a well known hurdle for AI adoption into the nu-
clear medicine imaging domain [2, 19, 15]. [99mTc]maraciclatide (Serac Health-
care, UK) which is imaged with a gamma camera is a novel radiopharmaceutical
for detecting inflammation in the joints of patients with rheumatoid arthritis
(RA) [3]. Due to the novelty of this application, data scarcity issues are even



2 Cobb et al.

more pronounced. There exists only one dataset of 48 patients. The dataset con-
tains gamma camera scans of the hands, with one view of the palmar and dorsal
aspects, and two of the obliques (Fig 1 a, b). The obliques are less useful for
the classification of joints as it is hard to delineate overlapping joints from that
view. The dorsal and palmar are taken in the same acquisition in a dual-headed
scanner from above and below, so the areas of activity are the same in these two
views, merely flipped and with a different noise observation. Within each hand
we wish to categorise inflammation in 15 joint regions, the metacarpophalangeal
and interphalangeal joints and the wrist, which is made up of many different
joints but is treated as one joint for classification purposes. This leaves only 98
images for classification. Classifying the inflammation using a DenseNet [11] on
the existing dataset creates a model that either has a high true negative rate
(TNR) with low true positive rate (TPR) or a model with a modest perfor-
mance for both TPR and TNR. In this work, by utilising diffusion models [10],
2D Perlin noise maps and a large natural image dataset, we aim to improve the
performance of these baseline models.

Fig. 1. Two example [99mTc]maraciclatide gamma camera images of the hands
with zoomed sections of inflammation and occurrences of inflammation in the
[99mTc]maraciclatide dataset. Panel (a) shows inflammation in the wrists and metacar-
pophalangeal joints, (b) shows an oblique view with inflammation in the metacarpopha-
langeal joints, and (c) shows the percentage of occurrences of inflamed joints in the
dataset, broken down by 14 joints in the hands and one wrist joint region.

2 Methods

Dataset and Labels The [99mTc]maraciclatide images are single channel, 2D
images of the size (256 × 256). The [99mTc]maraciclatide dataset was labelled
by a clinician (G.J.R.C) with over 30 years of nuclear medicine experience, who
provided binary labels for each joint/joint region and segmentation maps of the
normal tissue as well as abnormalities as either low or high inflammation (Fig
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2). More information on the labelling procedure can be found in previous work
[7].

Fig. 2. Example [99mTc]maraciclatide image with clinician-defined segmentations of
normal and inflamed tissue and clinician defined classification labels for 15 joints/joint
regions for each hand.

Training and Validation Each model was trained in the same way but with
different datasets. We used a DenseNet [11] implementation by MONAI [5] with
a growth rate of 32 in a five-fold cross validation with 60% of our data for
training, 20% for validation and 20% for test where each patient was present
in only one of the three datasets per fold. The validation dataset is used for
early stopping, stopping model training when there was no improvement in the
G-Mean Score (GMS, Eq 1) score over the validation dataset in 500,000 training
samples. GMS is chosen to encourage a classifier that balances TNR and TPR
instead of using the more common accuracy metric as accuracy can be misleading
for imbalanced datasets [13]. When reporting the results of our models we report
a range of metrics we believe to be complementary such as TNR and TPR that
show how the model performs with type I and II errors, respectively. The model
is evaluated every 10 epochs. The training used the Adam optimiser with a fixed
learning rate of 0.0001 and a mini batch size of 32.

GMS =
√
TPR× TNR (1)

The training used traditional data augmentation strategies of randomly rotating
the images [-30, 30] degrees, horizontal and vertical flipping with 50% probability,
and random cropping with 50% probability; the cropping procedure pads the
image by (32, 32) and then randomly crops the images back to the original size
(256×256). Unless stated otherwise, the models were trained 3 times each with
different random initialisation and then the metrics were averaged. All metrics
are calculated over the whole image (not per joint).
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Baseline The baseline used the existing dataset of 98 images from 48 patients.
One patient has 2 extra dorsal/palmar views.

Diffusion Model Diffusion models have recently been used in a large variety
of medical imaging tasks [14, 8]. We trained a diffusion model using the Palette
framework [17], using an open source implementation [12]. The generative model
was trained on the [99mTc]maraciclatide dataset with the clinician-defined labels.
The model input was a three channel input of the normal tissue, low, and high
inflammation. The model was trained with 500 timesteps and used downsampled
images of size (128×128). The output images are upsampled with nearest neigh-
bour interpolation to restore them to the original size of (256×256); then they
are Poisson sampled. The generative model was trained on both the obliques,
palmar, and dorsal views. Five diffusion models were trained, one for each of the
five cross folds. All models (including the classification models) were randomly
initialised using Kaiming uniform initialisation.

[99mTc]Maraciclatide Image Augmentation In addition to the clinically-
defined labels, layperson-defined labels were also provided using the Label Stu-
dio platform [18] for the [99mTc]maraciclatide dataset, segmenting each joint
and joint region that the final model seeks to classify. Once the diffusion model
was trained it was then used to augment the train dataset by randomly in-
flaming different joints according to a random sampler. The sampler creates an
inflammation vector of 30 binary labels by running a series of hierarchical binary
decisions controlled by random probability. Firstly, it decided if there should be
any inflammation in the hands, favouring inflammation with a 90%. Then, if the
image was to contain inflammation it decided if each hand should be inflamed,
favouring inflammation with 75% probability but ensuring at least one hand was
inflamed. Then, if a hand was to contain inflammation, each joint in the hand was
inflamed with a 50% probability. Once the inflammation vector is created, two
segmentation maps were created from that vector by combining the layperson
segmentations corresponding to each of the inflamed joints in the vector. Two
segmentation maps were created, one for low and one for high inflammation, each
inflamed joint was assigned to low or high with 50% random probability. Once
the hand mask and two segmentation maps were created, they were then used
as input into the diffusion model to generate a synthetic [99mTc]maraciclatide
image, with the inflammation vector becoming the corresponding label for clas-
sification purposes. (Fig 3)

Natural Hand Image Dataset Augmentation The 11k [1] dataset is a
publicly available dataset of hand pictures. There is a non-trivial domain shift
between the [99mTc]maraciclatide hand images and the hands present in the 11k
dataset. The 11k dataset often does not contain the wrist which is present in
the [99mTc]maraciclatide images. The hands in the 11k images often have acces-
sories and clothing and only contain one hand. In contrast, the diffusion model
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Fig. 3. A randomly generated inflammation vector was used to generate low and high
inflammation maps, where each joint can be either low or high with 50% probability.
The clinician-defined normal, with generated low and high inflammation were then
used as inputs into the diffusion model and the corresponding [99mTc]maraciclatide
output is generated.

takes masks of two hands along with joint segmentations to generate a synthetic
[99mTc]maraciclatide image. To create the hands masks from the 11k images, a
heuristic preprocessing algorithm was run on the images. The background of the
11k hand images was always white, and so the algorithm detects all pixels where
the maximum difference between the RGB channels is 10% and flags them as
background pixels. Any discontinuous regions of background pixels were set to
non background and finally non-maximum suppression on the mask is done to
ensure only one contiguous object is set to the foreground.

To generate the hand masks and joint labels for the 11k images, 50 images
from the 11k dataset were labelled. Then a U-Net was trained with a Dice loss
to segment the joints. Then these segmentations were randomly sampled just
as was done for the [99mTc]maraciclatide dataset in order to create images with
varying levels of inflammation (Fig 4). Using the same probabilities as with the
[99mTc]maraciclatide augmentation, samples were drawn from the 11k dataset
and were probabilistically inflamed and passed to the diffusion model. The wrists
for the 11k dataset were never marked as inflamed, as most of the 11k images
did not contain the wrists so the labels were not deemed to be reliable. 500
images from the 11k dataset are used that have been filtered to exclude those
with accessories and only to include those where the hands were open like those
in the [99mTc]maraciclatide dataset. The images were then reshaped, duplicated
and rotated to match the [99mTc]maraciclatide dataset. Figure 4 shows the 11k
augmentation process and figure 5 shows some example images.

Perlin noise The [99mTc]maraciclatide and 11k augmented dataset used deter-
ministic atomic labels for each joint/joint region. The augmentation previously
described combines these atomic inflammation masses in different combinations.
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Fig. 4. Overview of the augmentation method using the 11k publicly available dataset
for a single cross fold. The [99mTc]maraciclatide dataset is split into a 60% train,
20% validation, 20% test; the validation and test datasets were used in the model
training and testing without modification. The diffusion model was trained on the
[99mTc]maraciclatide images in the train dataset with clinician defined labels. The
images from the 11k dataset were labelled with a segmentor network that labels all
the joint regions in the hands; the hand masks were generated through a preprocessing
algorithm. These labelled 11k images with joints are then randomly sampled to generate
[99mTc]maraciclatide synthetic version. The augmented train dataset is comprised of the
[99mTc]maraciclatide train dataset as well as the 11k augmented images. The trained
classifier was then evaluated on the test dataset.

Fig. 5. Two example 11K image masks, with the low and high inflammation and
[99mTc]maraciclatide synthetic image.
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Thus if a specific joint is inflamed in different variations of the same image the in-
flammation pattern passed into the diffusion model is the same. This is especially
problematic for the wrists, where the layperson-defined labels encompass a large
area where various joints in the wrist exist, whereas in a real [99mTc]maraciclatide
image only one or a few joints in the wrist might be inflamed. To increase the
variation, Perlin noise [16] was used to vary the inflammation pattern.

Perlin noise augmentation has been used in previous works [4, 9] where the
noise was added to train images much like Gaussian noise is, here we use the
noise map to vary the segmentation maps, similar to elastic deformation aug-
mentations [6]. The noise is not added to the images but it is used to define
a 2D map with smooth contours, these maps are then multiplied by the joint
segmentation maps to vary the segmentations whilst maintaining smooth edges
of the inflammation mass.

For each individual joint/joint region that was to be inflamed in the given
sample, a random Perlin map in the range 0-1 was generated and multiplied
by the inflamed segmentation. A random threshold is then generated to turn
the region into a binary label. This new map is then checked to ensure it has
a minimum of 25 pixels and at most 90% of the original inflammation map. If
the modified segmentation map meets the criteria it is used, else a new random
Perlin map is generated. This is tried 5,000 times, and if no valid map is found,
then the default joint segmentation is used. The Perlin variation was applied to
both the 11k and [99mTc]maraciclatide augmentation. The hyperparameters for
the Perlin noise augmentation were chosen as a trade-off between computational
complexity and variability of the segmentaitons.

3 Results

Table 1. Results of augmentation datasets for a 5-fold cross validation for 8,192 aug-
mented images. Each fold was trained 3 times and the results averaged, then these
results across all folds were averaged and the standard deviation calculated.

Method Accuracy TPR TNR F1 GMS
Baseline 0.79±0.05 0.50±0.04 0.85±0.05 0.45±0.07 0.65±0.02
11k 0.89±0.04 0.65±0.08 0.93±0.03 0.66±0.10 0.78±0.05
11k-Perlin 0.88±0.03 0.64±0.08 0.93±0.03 0.64±0.10 0.77±0.05
[99mTc]maraciclatide 0.91±0.03 0.72±0.11 0.94±0.03 0.72±0.11 0.82±0.06
[99mTc]maraciclatide-Perlin 0.91±0.02 0.79±0.11 0.93±0.02 0.74±0.12 0.85±0.06

11k At 8,192 images, the 11k augmentation shows improved performance over
the baseline on all metrics charted. The use of Perlin variation slightly decreases
the performance of the model. (Table 1). Analysis showed that this is partly
but not completely explained by the lack of wrist augmentation in the 11K
augmentation dataset.



8 Cobb et al.

Fig. 6. Performance metrics over the test dataset for a five-fold cross validation for
different train augmentation strategies and different train augmentation sizes. 0 aug-
mented images is the baseline and the results are averaged over three runs, At 8,192
augmented images the models are also averaged over three runs. Intermediate data
points are run only once.

[99mTc]Maraciclatide The [99mTc]maraciclatide augmentation shows improved
performance over the baseline and the 11k augmentation strategy. In our results,
the Perlin variation increases performance over the non Perlin version in all met-
rics except TNR which decreases slightly. (Fig, 6, Table 1).

Table 2. Results of augmentation datasets for ensemble models with 8,192 images in
the augmented train dataset on a 5-fold cross validation. MP x% 11kP y% represent
an augmented train dataset of 8,192 images where x% of the images comes from the
[99mTc]maraciclatide Perlin augmentation strategy and y% of the images comes from
the 11k Perlin augmentation strategy. Each fold was trained 3 times and the results
averaged, then these results across all folds were averaged and the standard deviation
calculated.

Method Accuracy TPR TNR F1 GMS
[99mTc]Maraciclatide 0.92±0.02 0.74±0.11 0.96±0.02 0.76±0.09 0.84±0.06
11kP 0.89±0.04 0.66±0.08 0.93±0.03 0.67±0.09 0.78±0.05
MP 20% 11kP 80% 0.91±0.04 0.77±0.11 0.94±0.04 0.74±0.11 0.85±0.06
MP 40% 11kP 60% 0.92±0.03 0.80±0.12 0.94±0.05 0.75±0.12 0.86±0.06
MP 60% 11kP 40% 0.92±0.03 0.78±0.12 0.94±0.04 0.76±0.09 0.86±0.06
MP 80% 11kP 20% 0.92±0.02 0.80±0.09 0.95±0.02 0.77±0.11 0.87±0.05
[99mTc]Maraciclatide-Perlin 0.92±0.02 0.79±0.15 0.94±0.02 0.76±0.14 0.86±0.08

Ensembles For all configurations where the train augmented dataset had 8,192
images, three models were trained. We also use these three trained models to
create an ensemble model. The results for these ensembles are shown in table 2
and show an increase in performance compared to the non ensembled models.
The best ensemble model by TPR, F1, and GMS is an ensemble model trained
on 80% [99mTc]maraciclatide Perlin and 20% 11k Perlin.
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4 Conclusion

We present a novel method that allows us to classify inflammation in the individ-
ual joints of the hands and wrists of patients with RA using [99mTc]maraciclatide
images. We used diffusion models with extra labels over the dataset to create
patterns of inflammation that were not present in the dataset. We also explored
augmenting with natural images from a large open source dataset of hand images,
and finally we used 2D Perlin maps to vary segmentation maps used to create
synthetic training samples. Our results show that augmenting with natural hand
images improves performance over the test dataset compared to our baseline. Our
results also show that using extra labels over the [99mTc]maraciclatide dataset
improved results more than the natural hand augmentation. Lastly our results
show that using 2D Perlin maps to vary the segmentation maps used to generate
the synthetic [99mTc]maraciclatide images with the extra labels performed the
best, improving upon the baseline in the GMS metric by 89%.
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