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Abstract. Contrastive pretraining provides robust representations by
ensuring their invariance to different image transformations while simul-
taneously preventing representational collapse. Equivariant contrastive
learning, on the other hand, provides representations sensitive to specific
image transformations while remaining invariant to others. By introduc-
ing equivariance to time-induced transformations, such as disease-related
anatomical changes in longitudinal imaging, the model can effectively
capture such changes in the representation space. In this work, we pro-
pose a Time-equivariant Contrastive Learning (TC) method. First, an
encoder embeds two unlabeled scans from different time points of the
same patient into the representation space. Next, a temporal equivari-
ance module is trained to predict the representation of a later visit based
on the representation from one of the previous visits and the correspond-
ing time interval with a novel regularization loss term while preserving
the invariance property to irrelevant image transformations. On a large
longitudinal dataset, our model clearly outperforms existing equivariant
contrastive methods in predicting progression from intermediate age-
related macular degeneration (AMD) to advanced wet-AMD within a
specified time-window.
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1 Introduction

The advent of contrastive self-supervised learning (SSL) methods showed that
it is possible to learn informative and discriminative image representations by
learning invariances to image transformations that do not alter their semantics.
The invariance is achieved by increasing the representational similarity between
the original image and its transformed versions in the representation space, while
pushing all other pairs apart as negatives using a Siamese network [I]. How-
ever, sensitivity (equivariance) to certain transformations may be crucial for
specific downstream tasks, such as rotation degree information in histopathol-
ogy slides [2]]. Introducing equivariance to time-induced transformations, such
as anatomical changes due to degenerative disease progression in longitudinal
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medical images could be pivotal in downstream tasks such as predicting the
future risk of conversion of a patient from an early to a late-stage.

Retinal degenerative diseases such as Age-related Macular Degeneration (AMD)
are frequently identified through non-invasive optical coherence tomography
(OCT) scans, made up of sequential 2D cross-sectional slices (B-scans). As a
leading cause of vision loss and blindness [3], AMD leads to irreversible tis-
sue damage, implying that the severity of the disease can be represented as a
monotonically non-decreasing function over time. However, the speed of disease
progression and the associated anatomical changes vary widely between patients.
Also, the longitudinal nature of the AMD datasets makes them costly to label by
clinicians. Consequently, a Time-Equivariant SSL stage could be crucial in iden-
tifying the patients at a higher risk of progression to an advanced disease stage
from a single visit to provide timely treatment and personalized management.

Existing Equivariant SSL methods aim to learn such sensitivity, unlike con-
trastive methods that seek total invariance. Indeed, invariance to certain trans-
formations is not always desirable [22]. This sensitivity can be achieved with
pretext SSL, by learning to recover the parameter of the target transformation
from the representations. Image rotation prediction [11], video clip ordering [23]
and distinguishing close and far clips [13] for temporal equivariance can be given
as examples. In medical imaging, the time difference [19] or ordering two visits
(scans) of a patient [16] is commonly used as a pretraining step for temporal
tasks such as disease forecasting. In [27] they decoupled the effect of aging from
disease-related changes in brain MRI scans by carefully curating a temporal
dataset consisting of old subjects without any underlying diseases. Then, they
learned an aging trajectory in the representation space shared by all patients.
Although these methods learn sensitivity to the transformation, they lack the
desired invariance to image perturbations.

To address these issues, Equivariant contrastive methods have been explored
to learn equivariance for specific transformations while ensuring invariance for
the others. Unlike methods with specific architecture [6] for achieving equivari-
ance, equivariant contrastive learning methods are mostly architecture agnostic.
Dangovski et al. [7] combined transformation parameter prediction with a con-
trastive loss for the transformation invariance, requiring four additional encoders
for the rotation prediction task [I1], increasing the computational overhead sub-
stantially (ESSL). Similarly, in [14], they proposed an additional temporal pre-
text task, such as frame ordering, to the contrastive task for videos. Emre et
al. [9] introduced TINC for OCT scans where they exploited the time differ-
ence between visits by applying a similarity insensitivity increasing with the
difference. In [I7], AugSelf is proposed to enforce equivariance on the repre-
sentation space by predicting transformation parameters between input pairs,
then projected the learned representations into an invariant space for the con-
trastive task. However, transformation parameter recovery does not guarantee
explicit equivariance, because it’s possible for transformation parameters to be
confined to a single dimension of the representation, leaving the rest completely
invariant. In addition, parameter prediction models do not learn any explicit
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function for directly transforming the representations. To address these limi-
tations, Devillers et al. [8] proposed utilizing two different projections of the
representation space; one for the invariance, and the second for the equivariance
with a trainable module allowing direct manipulation of the projections with
the image transformation parameter (FEquiMod). Since invariance is a trivial
solution for the equivariance where the equivariant representation transforma-
tion collapses to identity, they introduced an additional contrastive loss for the
equivariance branch at the cost of an increased computational overhead. These
methods aim to achieve equivariance using transformation parameter recovery,
additional contrastive tasks, projection spaces, or pre-defined image transforma-
tion (e.g. rotation matrix) [10].

We propose to learn time-sensitive/equivariant representations directly on
the representation space and learn to propagate representations in time, using
longitudinal medical datasets in a contrastive SSL setting. Given that degen-
erative diseases either progress or stagnate over time, we have modeled disease
progression in the representation space as an additive transformation param-
eterized by the time difference of a patient’s visits, enabling direct temporal
transformation of representations. We adapted a regularization loss on the cal-
culated additive term to prevent the network from ignoring the time difference
and producing identity transformation. Finally, we evaluated the learned repre-
sentations for AMD progression prediction across multiple time-windows from
a single visit scan. In summary, our contributions are (a) constructing con-
trastive pairs from different visits of a patient, (b) training a novel equivariance
module to propagate representation in the future without accessing future visit
scan, (c) introducing a novel regularization loss to prevent invariance to time.

2 Methodology

Our approach learns temporal equivariance in representation space, followed by
a projection to invariant space within a contrastive SSL framework (Fig. [1).
We propose a novel loss term specifically tailored for the equivariance (Eq. [5)),
utilizing a longitudinal retinal OCT dataset (Sec. collected across multiple
patient visits. First, we define the term time equivariant representation. Then,
we detail our approach to learn the equivariance.

Time-Equivariant Representations The disease progression in a patient is
routinely monitored using a series of medical scans € I € R¥*W  and x;
denotes the scan acquired at a time ¢ sampled from T = {¢t € Ny;t < b},
b being the last visit date. Let p : I x T — T represent a transformation in
the image space for all possible time differences, which captures the complex
anatomical changes between x; and x4 o, due to the disease progression (and/or
normal aging), where ¢ + At € T. Although the actual transformation p is
difficult to model in the image space, the result of the transformation is available
as xpya¢ for some specific At, from available visits of the patient, such that
Tipar = (e, At). Let fo : T — RP with learnable parameters 6 be a deep
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Fig. 1. An overview of TC architecture. (A) Representations of two scans acquired at
two time points and the time difference are fed into h, for equivariance, then projected
for the invariance loss. (B) Equivariance module with an additive displacement map.

learning based encoder, which can embed x; as a representation r; := fy(x;) and
Tiinr a8 i ar = fo(Trrar). As u(-, At) transforms x; to i a¢ in the image
space, a corresponding transformation h(-, At) operates in the representation
space such that ry A = h(ry, At). If fy is equivariant in time, the equivariant
relation is defined as:

Jh VAL e T, fo(u(ms, At)) = fo(xirar) = h(fo(x:), At) (1)

An undesired trivial solution for Eq. [[] would be time-invariance of fp such
that fo(x;) = fo(@ia¢) with disease progression being ignored, in turn making
h(-, At) an identity mapping. This implies that fy learns only patient-specific
features staying constant with respect to time while ignoring changes due to the
progression. The transformation h(-, At) should be able to capture the future
changes in the scans specific to each patient, and we propose to approximate it
with a deep neural network that can model complex changes.

Time-Equivariant Contrastive Learning (TC) Our model extends the ex-
isting contrastive methods with the introduction of a temporal equivariance
property. The input pair to the Siamese network is created from two differ-
ent visits of a patient and both are transformed with contrastive augmenta-
tions (FigA). Recent equivariant contrastive methods with a learnable trans-
formation [8JI0] on features, relied on two projection spaces, one for equivariance
and the other for invariance, preventing them from directly steering the represen-
tations. Instead, we propose to enforce equivariance directly on the representa-
tion space, and then to learn the invariance on a projection space [15] (FigA).
This allows for the preservation of the time-sensitive information in the rep-
resentation space while enforcing invariance in the projection space. A logical
order since invariance is a trivial solution of equivariance. It also simplifies the
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network architecture and computational overhead, and facilitates transferring
the encoder weights as a backbone.

We introduce an equivariance module h, containing the learned transforma-
tion (predictor) with learnable parameters 1, which takes the concatenation
of representation r; and time difference At, normalized between 0-1, as input,
and transforms r; to r;, 4, to satisfy the equivariance property defined in Eq.
The predictor enables the model to generate future visits’ representations by for-
warding available scans in time to be used in predictive tasks. The equivariance
loss [8[10] for hy is defined as:

lequiv = [[fo(@erar) = hy(fo(ae), A3 = llreae — hy(re, AD[5 (2)

As it is highlighted in [8I10], the contrastive loss imposes invariance to the
image transformations including time-related changes. The learned invariance
results in a trivial solution for the equivariance loss where h, collapses to an
identity mapping, ignoring At. The aforementioned methods rely on another
set of computationally heavy contrastive task on 7, 5, to prevent collapse. For

an MLP h,, the collapse manifests as %Ltw becoming 0. To avoid an additional
contrastive task or a regularization term on the gradients to prevent h, from
collapsing, we reparametrized hy as an additive displacement map (DM):

Tiear = by (re, At) = 170 ® py (re, At) (3)

Now, the equivariant transformation hy has two parts: an MLP p,, for predict-
ing DM as an additive term and direct sum of the DM with the representation
(Fig. [1}B). In Eq. [3] the collapse condition is much easier to regularize since it
is the zero norm for the predicted DM. The ideal regularization should prevent
DM norm becoming zero, while not encouraging high norm values. The repre-
sentation space should respond to the time change smoothly without predicting
large DMs easily. We adapted a regularization loss term for preventing collapse
from pair-wise loss of RankNet [4]. The original loss function aims to increase
the probability of ranking two embeddings correctly. In our case, the ranking is
always one-sided, because the norm cannot take negative values. Thus, the final
DM regularization term becomes:

lreg = log (1 4 exp(—|lpy (re, At)[[2)) (4)

The /;cz penalizes null displacements without encouraging very high norms.

For the invariant contrastive loss, we used VICReg [2]. It is calculated using
projections z; and z;4a¢, obtained by projecting representations r; and 7.4 Ay
with an MLP projector g-. As a non-contrastive method, it does not require very
large batch sizes. It has 3 loss terms; an /s term for increasing similarity within
pair, a covariance term to prevent dimensional collapse [26/15] and a variance
term for implicitly pushing the negatives apart which is calculated along a batch
of projections, where each pair could have different At values.

Thus, the final training loss with a contrastive loss £conty 1S:

Lrc =Leontr + 8- (éequiv +v- Z1reg) (5)
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Fig. 2. Left: OCT scans with conversion to wet-AMD over time. Right: Contrastive
augmentations examples.

3 Experiments and Results

We tested TC against three main equivariant contrastive methods: ESSL [7],
AugSelf [T7] and EquiMod [§]. ImageNet pretrained ResNet50, VICReg [2] and
TINC [9] were used as baselines. During pretraining each batch contains only a
single image pair from a patient to avoid pushing apart the intra-patient scans
with the contrastive loss. Clinically, only future representations matter for con-
version risk assessment. Therefore, the equivariant models were pre-trained only
with image pairs with a positive At.

3.1 Experimental Setup

Dataset The SSL stage and the downstream evaluation were conducted on
the HARBOR dataset (Fig. 2| left), comprising OCT scans from 1,096 patients’
fellow—eyesEl monitored for wet-AMD onset, with monthly follow-ups over 24
months. Intermediate stage visits (463 eyes - 10,108 scans) are used for predict-
ing the onset of late, wet-AMD stage within 6 and 12 months [24]25)20] (117
converter eyes) as a forecasting task. The dataset was split with the eye level
stratification into 4-fold cross-validation (80%) for hyper-parameter optimiza-
tion and a hold-out test set (20%) for reporting the performance. The remaining
540 eyes (12,506 scans) are only used in contrastive pretraining step. We used
the fovea centered 2D B-scan, which is known to be most representative of the
AMD state [18], resized to 224 x 224.

We followed the work of [9I12] for contrastive image transformations specific
to B-scans (Fig.right). During pretraining, for each input pair, At is randomly
sampled from an interval of 1 to 12 months and normalized between 0 — 1. The
rationale behind the interval is that the set of all pair permutations for all
possible time differences is very large (276 per patient) for a plausible training
time. By limiting A¢, training hy, becomes much more convenient, because it only
needs to produce DMs for a constrained but practically meaningful interval.

! The other eye that is not part of the clinical trial
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Table 1. Linear evaluation results for wet-AMD conversion prediction within two time-
windows: 6 and 12 months

6-months 12-months
AUROC 1t PRAUC t BAcc 1 AUROC 1t PRAUC 1 BAcc 1

ImageNet 0.714 4+ 0.018 0.106 & 0.007 0.648 +0.016 0.692+0.014 0.167 £0.009 0.616 £ 0.045
VICReg|2] 0.700+0.029 0.137 £0.031 0.650 +0.021 0.671 +0.033 0.158 £0.019 0.622 £ 0.023
TINC[9] 0.729 £0.017 0.151£0.019 0.652 £0.007 0.688 +£0.060 0.210 £+ 0.026 0.629 & 0.055
ESSL[7] 0.718 £0.033  0.157 £0.034 0.649 £0.028 0.699 £0.041 0.187 £ 0.039 0.637 & 0.032
AugSelf[I7] 0.75240.031 0.190 4+ 0.027 0.670 £0.029 0.735£0.049 0.245+0.040 0.651 &+ 0.057
EquiMod[8] 0.734 £0.035 0.153+£0.038 0.652+0.048 0.718 +£0.059 0.226 £0.055 0.657 £ 0.031
TC w/o DM 0.761 £0.032 0.163 £0.027 0.658 £0.034 0.748+0.033 0.220+0.026 0.653 = 0.031
TC w/o lreg 0.732£0.021 0.137£0.024 0.661 £0.009 0.721 £0.035 0.195+0.025 0.655 =+ 0.028
TC 0.769 +£0.027 0.185+0.032 0.677 £0.026 0.752 +0.034 0.265 + 0.043 0.671 + 0.032
TCsyn 0.784 £0.022 0.188 £0.036 0.683 £0.024 0.775£0.030 0.304 £0.052 0.695 & 0.023

Model

Implementation details A ResNet50 with a representation dimension of 2048
is used as the encoder fy. Following the common practice of projecting represen-
tations to higher dimensions [2J26], the projector g, is a three-layer MLP with
hidden dimensions of 4096. DM predictor p, of TC is implemented as a two-
layer MLP with an input size of (20484 1) for [r;, At], and it outputs a DM with
the same dimension as the representations. In EquiMod, ESSL and AugSelf, we
followed the original works for the predictor architecture.

All models were pretrained for 300 epochs with the AdamW optimizer with a
learning rate of 5E-4 and a batch size of 128. A cosine scheduler with a warm-up
was used for decaying learning rates. The same weight decay of 1E-6 was applied
to all pretraining setups. § and v of L1¢ were set to 1 and 0.5, respectively.

3.2 Results

Downstream prediction performance After pretraining, we evaluated the
extracted representations with a linear classifier on the downstream tasks (Sec. 7
as it is common practice in contrastive SSL [5]. A scan from a single time-point
is used for future conversion prediction. The linear classifier is trained for 50
epochs with Adam optimizer and a learning rate of 1E-4. We reported the re-
sults (Table[I)) with AUROC, PRAUC and Balanced Accuracy (BAcc) due to a
large class imbalance (6-month 1:20, 12-month 1:10). Accordingly, the random
prediction PRAUC for 6-month is 0.05, and for 12-month is 0.11.

Our TC model surpassed all the other ones in AUROC and BAcc in both
tasks. In terms of 12-month PRAUC, TC outperformed all while achieving com-
petitive 6-month PRAUC performance. Interestingly, AugSelf achieved better
results against the comparison methods, which can be attributed to its enforce-
ment of the equivariance in the representation space rather than the projection
space. A decline in 12-month prediction accuracy was noted for all the models,
likely due to the extended time frame and the fact that the predictive biomarkers
were more subtle. Finally, the performance gains of equivariant contrastive meth-
ods over the others (Table [1] line 1-3) underscore the importance of including
temporal equivariance in disease progression prediction.
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Evaluation of the equivariance module Each scan representation is syn-
thetically propagated in time by 6 months using equivariance module h,, without
accessing the future scans. Then they were combined with the initial representa-
tions by averaging. Their predictive capability was assessed using the same linear
evaluation, with the improved performances in Table [I|- TC,,, demonstrating
the equivariance module’s ability to discern significant disease progression from a
single scan. Notably, this performance increase was more distinct in the 12-month
task, where the biomarkers are less distinguishable due to the longer conversion
time-frame. Similar improvement is not possible with the other equivariant con-
trastive methods since they cannot manipulate the representation space.

Ablation study We investigated the impact of the explicit DM prediction
(Table [I] - TC w/o DM) and the regularization loss term (Table [l - TC w/o
lreg) components of TC by removing each at the time. In both cases, the down-
stream task performance degraded considerably underscoring the importance of
both components. When compared against the non-equivariant methods, the
ablated models still perform better highlighting the importance of time compo-
nent. When TC w/o DM compared against TC w/o feg, it performs consid-
erably better. This can be attributed to TC w/o DM directly predicting the
future representation without relying on an unregularized DM. This highlights
the significance of £;c; to predict meaningful DMs.

Limitations The main limitation of TC is that the displacement map and the
Siamese pair forming rely on the assumption of irreversible disease progression.
Even though the most degenerative diseases fall into this category, it limits the
general use of the future prediction module for the other temporal tasks.

4 Conclusion

Predicting late-stage disease onset is challenging due to the varying progression
speeds among patients and subtle prognostic biomarkers. In this study, we pro-
posed exploiting temporal information in unlabeled longitudinal OCT datasets.
We introduced Time-equivariant Contrastive (TC) SSL with a learnable equivari-
ance module for directly propagating image representations in time. The module
retains characteristics of disease progression, such as irreversible tissue loss or
degeneration, over time. A novel regularization loss was introduced to avoid the
trivial solution for the equivariance induced by the contrastive loss with minimal
computational overhead, unlike other equivariant models. We tested TC for dis-
ease progression on a longitudinal dataset consisting of eye scans with different
stages of AMD. The TC pretraining consistently outperformed other equivari-
ant contrastive methods as well as non-equivariant ones. Results highlight the
importance of temporal sensitivity in representations for accurately assessing a
patient’s risk of conversion to a late disease stage. Furthermore, we found that
integrating the synthetically propagated representations with the training data
enhanced the conversion prediction performance, illustrating not only that TC
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captured relevant longitudinal information but also provided a functional pre-
diction module, demonstrating its ability to generate a proper time-equivariant
representation space.
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