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Abstract. Referring medical image segmentation targets delineating le-
sions indicated by textual descriptions. Aligning visual and textual cues
is challenging due to their distinct data properties. Inspired by large-
scale pre-trained vision-language models, we propose CausalCLIPSeg,
an end-to-end framework for referring medical image segmentation that
leverages CLIP. Despite not being trained on medical data, we enforce
CLIP’s rich semantic space onto the medical domain by a tailored cross-
modal decoding method to achieve text-to-pixel alignment. Furthermore,
to mitigate confounding bias that may cause the model to learn spurious
correlations instead of meaningful causal relationships, CausalCLIPSeg
introduces a causal intervention module which self-annotates confounders
and excavates causal features from inputs for segmentation judgments.
We also devise an adversarial min-max game to optimize causal features
while penalizing confounding ones. Extensive experiments demonstrate
the state-of-the-art performance of our proposed method. Code is avail-
able at https://github.com/WUTCM-Lab/CausalCLIPSeg.

Keywords: referring medical image segmentation - CLIP - causal inter-
vention - cross-modal decoding.

1 Introduction

Medical image segmentation is a crucial prerequisite for numerous clinical ap-
plications [1,2] such as computer-aided diagnosis, surgical planning, and image-
guided intervention. However, the inherent complexity and variability of medical
images often poses significant challenges for automatic segmentation methods.
In particular, lesions can induce severe distortions and intensity alterations that
confuse segmentation models. Incorporating prior knowledge, e.g., lesion count
and location, may help.

* Work done during an internship at MedAlI Technology (Wuxi) Co. Ltd.


https://github.com/WUTCM-Lab/CausalCLIPSeg

2 Y. Chen et al.

Medical notes written by physicians provide descriptive details and contex-
tual information about medical images that can aid segmentation models in
better delineating lesions. Moreover, accessing these texts incurs marginal ad-
ditional cost, as they are already stored in electronic medical record systems
within medical institutions. Unlike manual annotations which require extra la-
bor, we can utilize the existing medical notes to improve segmentation perfor-
mance without needing additional data collection and labeling. As a pioneering
work, [3] extends the QaTa-COV19 dataset by adding text descriptions and de-
signs a referring segmentation network. Yet so far, there is a paucity of literature
focusing on this multi-modal segmentation task utilizing both images and texts.

In the field of multi-modal deep learning, CLIP [4], a large-scale pre-trained
vision-language model based on contrastive learning, has recently attracted in-
creasing attention. CLIP, in contrast to uni-modal foundation models like SAM
[5], is better suited for multi-modal tasks. It learns image-level visual concepts
from 400 million image-text pairs, enabling it to understand semantic relation-
ships between images and texts. CLIP has proven highly effective across a diverse
set of uni-modal and multi-modal downstream tasks [4,6,7,8,9,10,11], suggesting
its potential utility for the challenging problem of referring medical image seg-
mentation. However, the rich knowledge encapsulated in CLIP is derived from
its image-level training objective. Consequently, directly applying CLIP does not
yield optimal performance on pixel-level dense prediction tasks. In this paper, we
employ CLIP for medical image segmentation from referring expressions, which
has not been thoroughly investigated. Our key insight is that even though CLIP
has not been trained on medical data, we can inherit much of its latent space’s
virtue by enforcing its powerful and semantic structure onto the medical domain.

On the other hand, medical images often contain lesions with ambiguous
boundaries [12,13,14], while some lesion-free regions have similar appearances
to lesions, confusing segmentation models. This arises due to confounders that
induce models to learn spurious correlations based on conventional likelihood es-
timation. Moreover, the use of CLIP exacerbates this problem to some extent, as
CLIP’s training objective differs from the task of referring medical image segmen-
tation. Mitigating such confounding bias necessitates causal intervention [15].
For instance, collecting images of a specific object in all contexts causes mod-
els to focus on the target rather than context. However, exhaustively collecting
medical images with all possible lesion backgrounds is infeasible. To address
this, we propose a causal intervention module that self-annotates confounders in
an unsupervised manner and excavates causal features from inputs, improving
segmentation. We assume inputs comprise causal and non-causal factors, with
only the former determining segmentation judgments. The module’s goal is to
suppress confounding features and retain causal ones. Additionally, we devise
an adversarial min-max game, optimizing causal features while penalizing con-
founding ones. Our approach facilitates learning lesion-relevant representations
without requiring exhaustive sampling of contexts.

Our technical contributions are three-fold:
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Fig. 1. Overview of the proposed CausalCLIPSeg model.

— We introduce CLIP to referring medical image segmentation and design a
framework called Causal CLIPSeg.

— We propose a causal intervention module to eliminate confounding bias.

— Our approach achieves state-of-the-art performance on the QaTa-COV19
dataset.

Background of Causality In the context of this work, confounding bias refers
to the interference of background factors and other extraneous variables in the
model’s segmentation of lesion areas. Spurious correlation is a related concept to
confounding bias. A meaningful causal relationship is the ideal scenario where
a model relies solely on visual features of lesion areas to generate lesion masks,
without being influenced by confounding factors. Excavating causal features
refers to extract visual features that satisfy the meaningful causal relationship.
Self-annotating confounders refers to our model’s ability to adaptively extract
confounders.

2 Method

Fig. 1 illustrates the proposed Causal CLIPSeg model which comprises three key
components: (i) CLIP-driven text and vision encoders that extract multimodal
feature representations, (ii) a decoder that achieves text-pixel alignment, and
(iii) a causal intervention module that eliminates confounding bias between seg-
mentation targets and spurious correlations.

2.1 CLIP-Driven Text and Vision Encoders

Text Encoder We employ the same modified Transformer architecture from [4]
as our text encoder. For an input expression, we tokenize it into a text sequence
using a byte pair encoding (BPE) tokenizer with a 49,152 vocabulary size, iden-
tical to that used in GPT-2 [16]. The text sequence is bracketed with [S0S] and
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[E0S] tokens. The Transformer performs on this sequence, and activations of its
highest layer at the [E0S] token are transformed as a global textual representa-
tion 7 € RT, where T is the feature dimension.

Vision Encoder For the vision encoder, we choose pre-trained ResNet-101. For
an input image I € R1*7*W we extract multi-scale visual features from stages
2 to 4, denoted as F;. Here, H and W represent the height and width of the
image.

2.2 Cross-Modal Decoding for Text-Pixel Alignment

Our decoder D aligns the text feature 7 with pixels in the input image to gen-
erate a segmentation mask. Specifically, 7 is first mapped into a D-dimensional
embedding space through a learnable linear projection, where D = C'x K x K+1.
The resulting embedding is further split into W, € RE*EXK and b, € R. On
the other hand, visual feature maps F' are upsampled to the full resolution by
interpolation and convolution. Then, the textual and visual features are cross-
correlated:

S=D(r,F)=W,xup(F)+b,1, (1)

where b;1 denotes a signal which takes value b, € R in every location.

Eq. (1) amounts to performing an exhaustive cross-modal search of the input
linguistic expression over the input image. The goal is for activations of the
response map (left-hand side of Eq. (1)) to correspond to segmentation targets.

2.3 Causal Intervention Module

To enable the model to learn more robust semantic features, we introduce a
causal intervention module that acts directly on the representations learned by
the CLIP encoders.

Causal View We introduce the formulation of @
causality for referring medical image segmentation

by using a structural causal model. Specifically, it '\\
is constructed by examining causalities among four ‘_.
key components: expression T, image I, ground V’
truth mask Y, and confounder C. As illustrated

in Fig. 2, each direct link denotes a causal rela- .

tionship between two nodes. The link I, T — Y

represents the desired causal effect from lesions in Fig. 2. Structural causal
the image I to the segmentation mask Y. We refer model for referring medical
to a segmentation model as unbiased if it identifies image segmentation.

I, T — Y based solely on lesion information. The

path I, T + C — Y denotes that imaging conditions C' determine pixel in-
tensities in I; for example, C encapsulates artifacts, acquisition protocols, and



CausalCLIPSeg 5

scanner models which influence image characteristics. Since models inevitably
utilize imaging cues for segmentation, the link C' — Y also exists. In this struc-
tural causal model, we clearly see how C confounds I,T and Y through the
backdoor path I,T + C — Y. For instance, while no causal link exists be-
tween background pixels and the segmentation mask, the backdoor path creates
a spurious correlation between them (through C), yielding incorrect lesion pre-
dictions.

Adversarial Masking To be causally sufficient towards segmentation, we de-
sign an adversarial masking mechanism that iteratively detects features that
contain relatively more causal information and separate them from confounding
ones via a masker. Specifically, the masker produces a pair of complementary
attention masks M and M controlling every location in feature maps. M is
for attending to features of the causal effect, while M is for attending to the
confounding effect. Note that these masks are generated during both training
and inference, and they are learned and input-specific.

We denote the causal and confounding features as F and F;°, respectively.
They can be obtained by our module as follows:

M; = sigmoid(F(Fy)),

M'L:1_M'L7
e _ (2)
ES:MlQEa

where F is implemented by cascading a coordinate convolution and a convolu-
tion, and ® represents element-wise product. By doing so, we disentangle Ff
and F from the input features.

Medical images often contain multi-scale lesions that necessitate model atten-
tion across scales. To obtain comprehensive representations, we fuse multi-scale
visual features as follows. We first adopt the CARAFE operator [17] to trans-
form causal and confounding features learned across stages into a unified scale.
The scaled causal and confounding features are then concatenated separately.
Finally, fused causal and confounding features, F'¢ and F'®, are obtained via 1x1
convolutions over the concatenated features.

Adversarial Training We optimize the causal intervention module along with
the CLIP encoders and decoder with a min-max loss. We use two separate yet
identical decoders D, and Dy to predict two segmentation masks from F° and
F? respectively. The loss is formulated as follows:

L="L.— )\, (3)

where
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Table 1. Quantitative comparison with state-of-the-art methods on the QaTa-COV19
dataset.

Uni-modal Multi-modal
Methods Dice mloU ‘ Methods Dice mloU
U-Net [21] 79.02  69.46 | ConVIRT [28] 79.72  70.58
UNet++ [22] 79.62  70.25 | TGANet [29] 79.87 70.75
AttUNet [23] 79.31  70.04 | GLoRIA [30] 79.94 70.68
nnUNet [24] 80.42  70.81 | ViLT [31] 79.63  70.12
TransUnet [25] 78.63  69.13 | LAVT [32] 79.28 69.89
Swin-Unet [26] 78.07  68.34 | LVIiT [3] 83.66 75.11
UCTransNet [27]  79.15  69.60 | CausalCLIPSeg 85.21  76.90

Here, /.. denotes cross-entropy loss, Y is the ground truth mask of the input
image, and A is a coefficient balancing the two loss terms. We optimize the entire
model by minimizing £, and maximizing L, i.e., minimizing L.

3 Experiments

3.1 Dataset and Evaluation Metrics

We conduct experiments on the QaTa-COV19 dataset, which consists of 9,258
COVID-19 chest X-ray radiographs with manual annotations of COVID-19 le-
sions. This dataset was compiled by researchers from Qatar University and Tam-
pere University. A very recent work [3] extends the QaTa-COV19 dataset with
textual annotations, including whether both lungs are infected, the number of
lesion areas, and the approximate location of the infected areas (e.g., “Bilateral
pulmonary infection, four infected areas, upper lower left lung and upper middle
lower right lung”). The authors of [3] partition the dataset into 5,716 training
images, 1,429 validation images, and 2,113 test images.

We adopt two commonly used evaluation metrics [18], Dice coefficient (Dice)
and mean intersection-over-union (mloU), to validate the effectiveness of the
proposed and competing methods.

3.2 Implementation Details

We implement our approach using PyTorch and run it on a single NVIDIA RTX
4090 GPU. Input images are resized to 224 x 224 pixels. The maximum input
sentence length is set to 20 tokens. We initialize the encoders with CLIP and use
a ResNet-101 backbone for the vision encoder. We train for up to 2,000 epochs
with an early stopping criteria after 100 epochs without validation improvement.
Optimization uses Adam [20] with a cosine learning rate scheduler, starting
from 3e-5, and an adversarial training coefficient A\ of 0.05. Additionally, we
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Table 2. Ablation study of our proposed CausalCLIPSeg on the QaTa-COV19 dataset.
We analyze the impact of different components of our approach.

CLIP pre-trained  Causal intervention Dice mloU
1 - - 82.50 73.24
2 - v 83.61 74.86
3 v - 83.71 74.69
4 v v 85.21 76.90

conduct multiple experimental runs and observe minimal fluctuations in results.
For instance, the standard deviation of Dice for our model does not exceed 0.002.

3.3 Comparison with State-of-the-Art Methods

Table 1 shows results on the QaTa-COV19 dataset, comparing the proposed
CausalCLIPSeg to competitors. Our method outperforms the state-of-the-art
LViT [3] by 1.55% Dice and 1.79% mlIoU. This demonstrates that our model
effectively transfers the image-level knowledge of CLIP to pixel-wise segmen-
tation tasks, having better cross-modal matching ability. Besides, our frame-
work achieves remarkable performance gains of 5-7% than vision-only meth-
ods [21,22,23,24,25,26,27], highlighting the benefit of incorporating textual cues.

Fig. 3 provides a qualitative comparison between CausalCLIPSeg and two
representative methods, U-Net [21] and LViT [3]. It can be seen that our seg-
mentations have less mis-labeled regions and more precise object boundaries.
This shows our approach learns more robust semantic features and reduces con-
founding biases.

3.4 Ablation Study

We present ablation experiments in Table 2 to evaluate the importance of several
components. Note that adversarial masking is an indispensable component of
our causal intervention module, and the adversarial loss is specifically designed
to guide this module’s learning. Therefore, we conduct an ablation study on
the entire module. Specifically, we remove CLIP’s pre-trained weights and the
proposed causal intervention module from our framework to establish a baseline.
As can be seen in the table, re-introducing both improves Dice by 2.71% and
mloU by 3.66%. Ablating CLIP’s pre-trained weights results in a 1.60% decrease
in Dice. In addition, removing the proposed causal intervention module also leads
to a 1.50% drop. Together, these ablation studies demonstrate the significance
of both the CLIP encoders and causal intervention modeling for achieving state-
of-the-art referring medical image segmentation.

Further, to gain more insights into the advantage of each component in our
proposed approach, we show some visualization results in Fig. 4. Notably, the
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Prompt: Unilateral pulmonary infection, one infected area, middle lower right lung.

Prompt: Bilateral pulmonary infection, two infected areas, lower left lung and lower right lung.

Prompt: Bilateral pulmonary infection, two infected areas, all left lung and all right lung.
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Fig. 3. Qualitative results on the QaTa-COV19 dataset.

causal intervention module can alleviate poor segmentations when lesion and
lesion-free regions are similar in appearance.

4 Conclusion

In this work, we propose CausalCLIPSeg, an end-to-end framework for referring
medical image segmentation that leverages CLIP and a tailored cross-modal de-
coding method to align image pixels and textual cues. To mitigate confounding
bias, we introduce a causal intervention module that self-annotates confounders
and excavates causal features for more robust segmentation. An adversarial min-
max game further optimizes causal features while penalizing confounding ones.
Through extensive experiments, CausalCLIPSeg demonstrates state-of-the-art
performance for referring medical image segmentation, showing strong potential
to translate insights from large-scale pre-trained vision-language models to spe-
cialized medical applications. Future work includes extending our approach to
other multi-modal medical data analysis tasks and investigating approaches to
further improve robustness against spurious correlations.
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Fig. 4. Qualitative ablation study of Causal CLIPSeg.
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