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Abstract. Deep learning-based (DL) models have shown superior rep-
resentation capabilities in medical image segmentation tasks. However,
these representation powers require DL models to be trained by exten-
sive annotated data, but the high annotation costs hinder this, thus
limiting their performance. Active learning (AL) is a feasible solution for
efficiently training models to demonstrate representation powers under
low annotation budgets. It is achieved by querying unlabeled data for
new annotations to continuously train models. Thus, the performance
of AL methods largely depends on the query strategy. However, design-
ing an efficient query strategy remains challenging due to limited in-
formation from unlabeled data for querying. Another challenge is that
few methods exploit information in segmentation results for querying.
To address them, first, we propose a Structure-aware Feature Predic-
tion (SFP) and Attentional Segmentation Refinement (ASR) module
to enable models to generate segmentation results with sufficient in-
formation for querying. The incorporation of these modules enhances
the models to capture information related to the anatomical structures
and boundaries. Additionally, we propose an uncertainty-based query-
ing strategy to leverage information in segmentation results. Specifi-
cally, uncertainty is evaluated by assessing the consistency of anatomi-
cal structure and boundary information within segmentation results by
calculating Structure Consistency Score (SCS) and Boundary Consis-
tency Score (BCS). Subsequently, data is queried for annotations based
on uncertainty. The incorporation of SFP and ASR-enhanced segmenta-
tion models and this uncertainty-based querying strategy into a standard
AL strategy leads to a novel method, termed Structure and Boundary
Consistency-based Active Learning (SBC-AL). Experimental evaluations
conducted on the ACDC dataset and KiTS19 dataset demonstrate the
superior performance of SBC-AL on efficient model training under low
annotation budgets over other AL methods. Our code is available at
https://github.com/Tmin16/SBC-AL.
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Metrics - Consistency Scores - Uncertainty.
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1 Introduction

The superior representation capabilities of deep learning-based (DL) segmenta-
tion methods require them to be trained by extensive annotated data. However,
manual annotation is labor-intensive and time-consuming, resulting in a bottle-
neck to limit their segmentation performance. Active learning (AL) is a feasible
solution to enhance the performance of DL-based methods while minimizing the
burden of extensive annotation efforts [9,13,18]. Recognizing the great potential
of AL, it has been increasingly adopted for medical image segmentation tasks
[3]. AL enables models to query the most informative samples from unlabeled
data and subsequently annotate these data for model retraining. Thus, the ef-
fectiveness of AL significantly depends on the query strategy employed. Various
strategies have been proposed to enable models to annotate the most informa-
tive samples and maximize the benefits of these annotations. For instance, a
query strategy is designed to select samples with high uncertainty evaluated
by cosine similarity [19]. Similarly, another uncertainty-based query strategy is
employed to select samples by evaluating uncertainty in attention maps [12].
In EdgeAL, the query strategy is designed to evaluate uncertainty by measur-
ing the divergence and entropy in subject edges [8]. In PID-AL, uncertainty is
evaluated by measuring divergence during querying [17]. However, few AL-based
methods exploit information in segmentation results for querying. Additionally,
the effectiveness of querying is often constrained by insufficient information from
unlabeled data.

To address these limitations, first, we propose a Structure-aware Feature
Prediction (SFP) and Attentional Segmentation Refinement (ASR) module to
enable the segmentation models to generate results with sufficient information
for querying. Segmentation results from models can provide some information
for querying, but the incorporation of SFP and ASR enhances the models to
capture more information related to the anatomical structures and boundaries.
Additionally, we propose an uncertainty-based querying strategy to efficiently
leverage information in segmentation results. Specifically, due to the enhance-
ment of SFP and ASR modules, uncertainty can be evaluated by assessing the
consistency of anatomical structure and boundary information within segmen-
tation results. This consistency is assessed by calculating Structure Consistency
Score (SCS) and Boundary Consistency Score (BCS). Following this strategy,
samples with low consistency in segmentation results will be queried for an-
notations. Models retrained by these samples can learn sufficient information
about anatomical structures and organ boundaries. Finally, we propose a novel
AL method for medical image segmentation by integrating the SFP and ASR-
enhanced segmentation models, and this uncertainty-based querying strategy,
termed Structure and Boundary Consistency-based Active Learning (SBC-AL).
These designs effectively enable SBC-AL to exploit sufficient information about
anatomical structures and organ boundaries for querying. Experimental results
on ACDC and KiTS19 datasets demonstrate the superior performance of SBC-
AL compared to other state-of-the-art AL methods.
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Our contribution has threefolds: (i) We propose Structure-aware Feature
Prediction (SFP) and Attentional Segmentation Refinement (ASR) mod-
ules. They enable models to generate segmentations with sufficient information
about anatomical structures and boundaries, thus facilitating the evaluation of
consistency and querying. (ii) We propose an uncertainty-based query strategy.
It evaluates the uncertainty by measuring the consistency scores for anatom-
ical structure and boundary information, including Structure Consistency
Score (SCS) and Boundary Consistency Score (BCS). (iii) We propose a
Structure and Boundary Consistency-based Active Learning (SBC-AL)
method for efficient medical image segmentation under low annotation budgets.
It exploits information on anatomical structures and organ boundaries from seg-
mentation results for querying. Extensive experimental results on ACDC and
KiTS19 datasets demonstrate that our SBC-AL method outperforms other AL
methods.

2 Methodology

The SBC-AL method consists of four major stages (Figure 1). First, we train the
segmentation network with a few labeled data. Second, this trained network gen-
erates segmentation results for unlabeled data. Specifically, coarse segmentation
results are generated by the backbone, while Structure-aware Feature Prediction
(SFP) and Attentional Segmentation Refinement (ASR) modules are employed
to refine these coarse results. Subsequently, sufficient information is extracted for
querying via distance transformation from segmentation results, and uncertainty
is evaluated based on this information by calculating the Structural Consistency
Score (SCS) and the Boundary Consistency Score (BCS). Finally, based on eval-
uation results, we select data and obtain annotations from an Oracle.
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Fig. 1. The overall architecture of the SBC-AL as well as the detailed architecture of
the DisBlock and the ASR module.
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2.1 Segmentation Network

The segmentation network consists of a U-Net backbone [14], and two additional
modules, Structure-aware Feature Prediction (SFP) and Attentional Segmenta-
tion Refinement (ASR) modules. Firstly, the segmentation network is trained
on a few labeled data. Subsequently, this trained network is utilized to generate
segmentation results for unlabeled data during querying.

Structure-aware Feature Prediction (SFP) To enable the segmentation
network to capture multi-scale structure-related features, we utilize a Structure-
aware Feature Prediction (SFP) module. The SFP module is built by cascading
four Distance blocks (DisBlocks) (Figure 1). The DisBlock is utilized to capture
structure-related features from semantic contextual information in the encod-
ing path. By employing the Disblock in both high levels and low levels, the
SFP module extracts multi-scale structure-aware features progressively and ul-
timately outputs structure-related information. The structure-related informa-
tion captured by the SFP module is utilized twofold: First, they are used to
refine coarse results from the backbone within the ASR module. Second, they
are provided as additional information to improve uncertainty evaluation during

querying.

Attentional Segmentation Refinement (ASR) To utilize structure-related
features extracted from the SFP module to refine coarse results from the back-
bone, we propose an Attentional Segmentation Refinement (ASR) module (Fig-
ure 1). Specifically, structure-related features are converted to attention maps
by two parallel convolution and batch normalization layers, and a Softmax func-
tion. Subsequently, these attention maps are utilized to adaptively refine spatial
features from the backbone and thus highlight important anatomical structures
and boundary regions.

2.2 Uncertainty Evaluation and Consistency Score

In the querying stage, SBC-AL aims to query unlabeled data by evaluating the
uncertainty in their segmentation results predicted by the network. Uncertainty
is evaluated by calculating two consistency scores, termed Structure Con-
sistency Score (SCS) and Boundary Consistency Score (BCS). These two
scores are introduced to evaluate consistency in significant anatomical structures
and boundary information, respectively.

Distance Transformation First, we convert segmentation results to structure-
aware distance heatmaps for consistency calculation via a distance transforma-
tion. Consider results from the segmentation network X = {1, 29, ..., 2gxw} €
RAXW " a distance transformation is performed on their corresponding ground
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truth Y = {y1, vy, .., yaxw } € RTXW_ For any label i € {0,1,...,c}, a one-hot
heatmap L; is generated from the set of pixels p labeled as ¢ in ground truth Y.

_J1l,p=1
Ll‘{o,p#z‘

Subsequently, the set of boundary pixels is constructed by selecting pixels from
boundary regions of the one-hot heatmap L; for any label . Considering m € M
are pixels in the boundary of L; and n € N are arbitrary pixels in L;, the
structure-aware distance heatmap D; is calculated.

[ min|lm —nllz, L; = 1
DZ_{O, Li#1

Consistency Scores Consistency score (CS) is calculated by combining SCS
and BCS, where ws; and w;, are balancing hyper-parameters to determine the
relative significance of the SCS and the BCS.

CS =wsSCS + wpyBC'S.

Structure Consistency Score (SCS) The Structure Consistency Score (SCS)
is calculated to evaluate the uncertainty in the anatomical structures of segmen-
tation results. Specifically, a structure-aware heatmap is generated from the out-
put of the SFP module via distance transformation, and subsequently, the SCS
is calculated based on this map and results from the segmentation network. SCS
consists of two metrics, cosine similarity-based consistency score Q.os(z) and
dice coefficient-based consistency score Qgice(z). When the structure map is de-
scribed as a multi-dimensional distribution of the prediction result, the cosine
similarity-based consistency score Q.os() is calculated to assess the consistency
of the distribution between the segmentation results ds(y|z) and output of the
SFP module d,(x) for any unlabeled data as follows:

2 (ds(ylz) x do(2))
|lds (yl2)113 > [1do ()13

Dice coefficient-based consistency score Qg;ce() is derived from the dice simi-
larity coefficient (DSC). The dice similarity coefficient is usually used to eval-
uate the segmentation accuracy by calculating the overlap percentage between
the prediction and ground truth. Thus, dice coefficient-based consistency score
Quice(x) is used to assess pixel-level consistency by evaluating the spatial simi-
larity between the segmentation results and the output of the SFP module.

2 % 3 (ds(ylz) x do(x))
Yds(ylr) + X do(w)

Now, Structure Consistency Score (SCS) can be calculated where w,. and wq are
used to balance the significance of the two metrics.

SCS = chcos (.T) + wdeice-

Qcos(x) = COS(ds(y‘m)ado(x)) =

Quice(x) = Dice(ds(y|z), do(z)) =1 —
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Boundary Consistency Score (BCS) Boundary regions provide important
contextual information about the geometric shapes of organs. However, the
boundaries of organs are hard to segment, so boundary regions often have high
uncertainty. Thus, evaluating the uncertainty in the boundary regions is an ef-
fective way to evaluate uncertainty. To achieve this, we propose a Boundary
Consistency Score (BCS) based on the Hausdorff distance (HD). HD is used in
evaluating the difference in boundaries between segmentation results [6]. Bound-
ary Consistency Score is calculated from coarse segmentation results d.(y.|z.)
and segmentation results refined by ASR d(ys|zs). Subsequently, HD-based BCS
is used to measure inconsistency and evaluate the uncertainty in the boundary
regions between these two results.

BCS = max(h(ys, ye), h(ye, ys))-

where h(ys,y.) = max min ||zs — x.|| and h(y.,ys) = max min ||z, — z4|| are
TsEYsTcC€Ye TeEYcXsEYs

calculated by the Euclidean distance.

2.3 Selective Annotation

After evaluating uncertainty for unlabeled data, selective annotation is imple-
mented. At each selection, the K unlabeled samples with the highest uncertainty
evaluated by consistency scores are selected to be accurately annotated by Or-
acle. These samples with their accurate labels are combined with other labeled
data to re-train the segmentation network to improve its segmentation perfor-
mance. Then we will repeat the iteration (segmentation, uncertainty evaluation,
and selective annotations) on other unlabeled data. This active learning iter-
ation runs until all data are annotated or the segmentation accuracy by the
segmentation network on unlabeled data reaches requirements.

2.4 Loss function

We use a multi-categorical cross-entropy loss Lggpa to evaluate segmentation
results where y;. and p;. are the real label of a pixel point ¢ € {1,2,..., N} for a
category ¢ € {1,2,..., K} and its predicted probability as follows:

| MK
Lspa = N Z Z Yic 10g Pic.
i=1 c=1

The output of the SFP module is a distance-transformed map of the target
region. Thus, its optimization is a regression task and the mean-square error is
used as the loss function Lgpp. y;; and p;; are the true distance value of a pixel
point ¢ € {1,2,..., N} on the channel j € {1,2,..., M} and its predicted value.

| NoM
Lsrp =577 ZZ(?U —vij)*.

i=1 j=1
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The output of the ASR module is the final refined segmentation result, so we use
the loss function L 4gsg which is a combination of multi-categorical cross-entropy
loss Lspa and the region-based Dice loss Lprog.

Lasgr =Lsgc +Lprce.

Thus, the whole model is trained end-to-end by the final joint loss function L,
where «, 3, and « are hyper-parameters to balance the importance of each loss
function.

L=aLsgc+ BLsrp +YLasg-

3 Experiments

Datasets. We used two publicly available datasets to evaluate SBC-AL. The
first one is the Automated Cardiac Diagnosis Challenge dataset (ACDC) [2]. It
consists of 150 MR images with three labels, right ventricle (RV), myocardium
(MYO), and left ventricle (LV). The second one is the 2019 Kidney Tumor
Segmentation dataset (KiTS19) [5]. It consists of 210 CT images with labels of
kidney and mass regions. To avoid the effects of unbalanced data, only kidney
labels were used. In pre-processing, 2D patches with the dimension 256 x 256
were extracted from 3D volumes.

Experimental details. Our models were implemented by Pytorch*. We opti-
mized the network using the SGD with a momentum of 0.9 and weight decay
of 0.0001. The joint optimization of the regression and classification functions is
unstable. To address this issue, we set initial learning rates to 0.01 and 0.0001 for
the backbone and the SFP module, respectively. Then learning rates gradually
reduced by a factor of 0.9 every 500 iterations. In ACDC, the batch size was set
to 16, and the training epoch was 60, while in KiTS19 these were 8 and 100,
respectively. In our best practice, hyperparameters for consistency scores were
set as ws; = 0.8, wp = 0.2, w. = 0.6 and wg = 0.4. We compared the segmen-
tation performance of the SBC-AL method with six well-known AL strategies,
including Random, Maximal Entropy (MaxEntropy) [16], Least Confidence (LC)
[1,10], Softmax Margin (Margin) [7], Mean Standard Deviation (Mean STD) [4],
and Variational Adversarial Active Learning (VA-AL) [15]. The initial labeled
set was generated randomly and was the same for all AL methods in each ex-
periment. Subsequently, we repeated experiments five times with different initial
sets. The dice similarity coefficient was used to evaluate segmentation results,
and average values and their standard deviation among these experiments were
shown in experimental results.

Main results. Table 1 and Table 2 compared the performance of SBL-AL
with other recent state-of-the-art AL methods in ACDC and KiTS19 datasets,

4 https://pytorch.org/



8 Taimin Zhou et al.

Table 1. Comparison of segmentation performance between SBL-AL and other AL
methods on the ACDC dataset. (Bold represents the best result).

Methods 6.67% 10.00% 13.33% 16.67% 20.00% 23.33% 26.67% 30.00% 33.33% 100%
Random | 66.11 £ 0.04 | 72.70 4 0.03 | 80.50 £ 0.02 | 84.70 £ 0.01 | 84.89 4- 0.03 | 86.74 + 0.01 | 86.33 £ 0.01 | 87.43 4 0.01 | 87.92 4 0.02 |91.37 £ 0.01
MaxEntropy| 66.11 £ 0.04 | 75.58 4 0.02 | 81.34 + 0.02 | 85.57 £ 0.01 | 87.07 4 0.01 | 87.41 £ 0.01 | 88.00 £ 0.01 | 88.65 4 0.02 | 88.78 £ 0.01 [91.37 £ 0.01
LC 66.11 £ 0.04 | 74.65 £ 0.01 | 83.32 £ 0.01 | 84.38 = 0.01 | 86.16 £ 0.02 | 87.47 £ 0.01 | 88.52 = 0.01 | 89.03 £ 0.01 | 89.08 £ 0.02 |91.37 £ 0.01
Margin | 66.11 £ 0.04 | 75.05 4 0.01 | 82.71 £ 0.01 | 86.01 £ 0.03 | 86.74 4 0.01 | 87.63 £ 0.01 | 88.10 & 0.01 | 88.75 4 0.02 | 89.13 £ 0.02 [91.37 + 0.01
Mean STD | 66.11 +0.02 | 78.51 £ 0.01 | 81.92 4 0.01 | 83.02 + 0.02 | 85.46 = 0.01 | 87.52 4 0.01 | 88.22 + 0.02 | 88.16 & 0.02 | 88.62 + 0.01 |91.37 4 0.01
VA-AL  ]66.40 £ 0.05| 78.60 £ 0.01 | 82.64 4 0.01 | 86.10 + 0.03 | 87.00 £ 0.01 | 87.89 + 0.02 | 88.20 + 0.01 | 88.65 4 0.01 | 89.05 + 0.02 |91.37 + 0.01
SBC-AL | 66.20 + 0.05 |81.43 + 0.01|84.55 + 0.01/87.55 & 0.02|88.16 + 0.01|89.14 + 0.01]|89.27 + 0.01|89.99 + 0.01]91.05 =+ 0.01|91.37 £ 0.01

Table 2. Comparison of segmentation performance between SBL-AL and other AL
methods on the KiTS19 dataset. (Bold represents the best result).

Methods 6.67% 10.00% 13.33% 16.67% 20.00% 23.33% 26.67% 30.00% 100%
Random |54.97 4 0.04|67.30 £ 0.01 | 84.89 4 0.01 | 85.70 £ 0.04 | 88.00 £ 0.02 | 83.41 4 0.02 | 89.67 # 0.03 | 92.56 £ 0.03 [96.94 + 0.01
MaxEntropy|54.97 £ 0.04| 81.07 £ 0.02 | 86.48 £ 0.01 | 86.45 & 0.01 | 89.65 £ 0.03 | 93.67 £ 0.02 | 92.71 £ 0.01 | 94.88 +0.02 |96.94 £ 0.01
LC 54.97 £0.04] 79.31 £ 0.05 | 87.09 £ 0.03 | 92.57 £ 0.01 | 91.85 £ 0.02 | 93.84 4+ 0.02 | 95.07 £ 0.01 | 95.72 £ 0.01 |96.94 £ 0.01
Margin  |54.97 £0.04|81.84 4 0.04 | 89.40 £ 0.01 | 92.55 £ 0.02 | 93.62 & 0.01 | 94.45 + 0.03 | 93.69 £ 0.01 | 95.19 £ 0.02 |96.94 £ 0.01
SBC-AL [54.97 £ 0.03|86.51 + 0.01]89.61 & 0.01|93.59 + 0.01{94.52 4 0.02|95.19 + 0.01{95.81 4 0.02/96.73 + 0.01/96.94 & 0.01

respectively, and Figure 2 demonstrates the qualitative comparison results on
the ACDC dataset. Figure 3 shows the qualitative results from SFP and ASR
modules and samples with high CS and low CS. The results of using 100% data
for training were the upper limit for the model performance. Using different
ratios of annotated data for training, SBC-AL achieved the highest segmentation
accuracy than other AL methods at all stages except at 6.6% data. The results
of using 6.6% data showed the performance of different AL methods trained by
the same initial set, and VAAL utilized a U-Net encoder for initial self-encoding
training. SBC-AL achieved over 95% performance with only 16.67% annotated
data in both two datasets.

Random MaxEntropy

Fig. 2. The qualitative comparison of SBC-AL and other methods using 33.3% of the
annotated data from the ACDC dataset.

Ablation study. To evaluate the architectural effectiveness of ASR, differ-
ent from ASR where the results from the SFP were converted to an attention
map, ASR (A) and ASR (C) were designed where the coarse results from the
backbone were combined with the results from the SFP module via addition
and concatenation, respectively. Models incorporated with ASR showed supe-
rior performance than models incorporated with ASR (A), ASR (C), or the
model without ASR (Table 3). To evaluate the superior performance of SBC-AL
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Fig. 3. The qualitative representations of output from SFP and ASR modules, and
qualitative results with high CS and low CS.

Table 3. The results of the ablation study Table 4. The results of the ablation
on the ACDC dataset. study on the KiTS19 dataset.

Designs | RV MYO LV Avg. Methods |[UNet UNet++ Att-UNet
No ASR[88.36 85.64 94.36 89.45 Random [67.30 8223 80.15
ASR (A)|90.59 87.14 95.63 90.79 ~ MaxEntropy 81.07 ~89.29 8744
LC 79.31 91.86 89.36
ASR (C)[90.90 87.21 95.10 90.09 Morgin |8L84 8868  86.84

ASR |91.28 87.60 95.23 91.37 SBC-AL |86.51 92.86 91.85

on different segmentation networks than other AL methods, we implemented an
ablation study in three segmentation networks, including UNet [14], UNet++
[20], and Attention U-Net (Att-UNet) [11]. Table 4 demonstrates the results of
using 10% labeled data from the KiTS19 dataset. When different networks were
used as backbones, SBC-AL always achieved the best segmentation accuracy
than other AL methods.

4 Conclusion

We propose a novel Structure and Boundary Consistency Active Learning (SBC-
AL) method for efficient medical image segmentation. It enhances the segmenta-
tion performance of DL models with limited annotated data available. SBC-AL
demonstrates superior performance than other popular AL methods, and we
believe it can achieve promising segmentation performance on various tasks.
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