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Abstract. The large pretrained vision-language models (VLMs) have
demonstrated remarkable data efficiency when transferred to the med-
ical domain. However, the successful transfer hinges on the develop-
ment of effective prompting strategies. Despite progress in this area,
the application of VLMs to dentistry, a field characterized by complex,
multi-level dental abnormalities and subtle features associated with mi-
nor dental issues, remains uncharted territory. To address this, we pro-
pose a novel approach for detecting dental abnormalities by prompt-
ing VLMs, leveraging the symmetrical structure of the oral cavity and
guided by the dental notation system. Our framework consists of two
main components: dental notation-aware tooth identification and multi-
level dental abnormality detection. Initially, we prompt VLMs with tooth
notations for enumerating each tooth to aid subsequent detection. We
then initiate a multi-level detection of dental abnormalities with quad-
rant and tooth codes, prompting global abnormalities across the en-
tire image and local abnormalities on the matched teeth. Our method
harmonizes subtle features with global information for local-level ab-
normality detection. Extensive experiments on the re-annotated DET-
NEX dataset demonstrate that our proposed framework significantly im-
proves performance by at least 4.3% mAP and 10.8% AP50 compared
to state-of-the-art methods. Code and annotations will be released on
https://github.com /CDchenlin/Dental VLM.
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1 Introduction

Recently, the accomplishments of large-scale pretrained vision-language models
(VLMs) such as CLIP [18], GLIP [11], and Grounding DINO [25] have garnered
attention. These models undergo initial pretraining to learn universal represen-
tations through extensive unlabelled data and have demonstrated data efficiency
when transferred to the medical domain [5,13,17,22]. However, the performance
of VLMs can be significantly influenced by the prompts used for textual and vi-
sual alignment [23], and therefore developing appropriate prompting approaches
for medical domain is the fundamental key to the success of transferring [5,17,22].

Despite these advancements, the generalization of VLMs to the field of den-
tistry remains largely unexplored. In the dental clinical practice, dental panoramic
X-ray are universally recognized as fundamental radiography for oral health in-
formation [19]. They provide a thorough visualization of all teeth and adjacent
structures within a single image, facilitating a preliminary assessment of den-
tal abnormalities, such as dental caries, impacted tooth, and periodontal bone
loss [16]. Consequently, an exhaustive analysis of dental panoramic X-ray images
is indispensable for screening purposes or therapeutic decision-making. Nonethe-
less, it has been extensively documented that their interpretation is extremely
time-consuming [1,19] and often sensitive to radiologists’ experience [10].

The majority of current machine learning methods developed to assist in in-
terpreting dental panoramic X-ray images are either task-specific [2,9,15,21],
or exhibit limitations in accurately localizing fine-grained dental abnormali-
ties [6,12,24]. Notably, none of these methods have harnessed the benefits offered
by the dental notation system, e.g., the Fédération Dentaire Internationale (FDI)
notation system [20]. The dental notation system can serve as a crucial tool for
facilitating precise dental abnormality detection through the identification and
record-keeping of individual teeth [4]. Furthermore, it inherently captures the
symmetrical structure of the oral cavity, a significant yet under-exploited aspect
in dental radiology, which could potentially augment multi-level abnormality de-
tection of dental panoramic X-ray images. Dental abnormalities typically man-
ifest at multiple levels, where some are detectable at a global level across the
entire image, such as impacted tooth and residual root, and others are local-level
abnormalities, such as dental caries, tooth defect, characterized by the relatively
subtle details compared to large dental panoramic X-ray images [15]. These dis-
tinctive properties within dentistry could be potentially harnessed to effectively
prompt VLMs, thereby enhancing the overall detection of dental abnormalities.

In this paper, we present a dental notation-aware abnormality detection
framework by leveraging the dental notation system and incorporating multi-
level abnormality prompting. Our framework comprises two main components.
Initially, we prompt fine-tuned vision-language models for dental notation-aware
tooth detection, which enumerates each tooth to facilitate subsequent dental ab-
normality detection. Next, our approach embarks on multi-level detection of
all fine-grained dental abnormalities. To accomplish this, we first retrieve all the
corresponding quadrant codes and then align the tooth codes within the FDI no-
tation system. This strategy is inspired by the clinical practice of dentists where
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Fig. 1. Illustration of the proposed framework.

analogous teeth in other quadrants are often referred to due to dental symme-
try, achieving a balance between the relatively subtle feature and the inclusion
of global information and symmetry, particularly in the context of local-level ab-
normality detection. We then prompt VLMs with global abnormalities across the
entire X-ray image and local abnormalities on the matched teeth, respectively,
to achieve multi-level dental abnormality detection. Our proposed framework is
validated on the re-annotated DENTEX dataset [7], and experimental results
demonstrate its superior performance in fine-grained dental abnormality detec-
tion, where the overall detection performance is significantly improved by at
least 4.3% mAP and 10.8% AP50 compared to state-of-the-art methods.

2 Method

To address the challenge of detecting small dental abnormalities that often
present as relatively subtle features within large dental panoramic X-ray images,
we propose a robust multi-level detection framework by leveraging a dental nota-
tion system, as depicted in Fig. 1 Our framework primarily comprises two com-
ponents: dental notation aware tooth identification, which accurately enu-
merates each tooth for subsequent detection (Sec. 2.2); and multi-level dental
abnormality detection, which balances between the relatively small feature
map of dental abnormalities and the global information and symmetry available
in the image (Sec. 2.3). Together, these components form a comprehensive ap-
proach to detecting dental abnormalities within dental panoramic X-ray images.

2.1 Task Formulation

In this paper, we aim to precisely detect all fine-grained dental abnormali-
ties, including impacted teeth, periodontitis, residual roots, tooth defects, den-
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tal caries, and periapical periodontitis from dental panoramic X-ray images of
those aged 12 years or above. Considering the data scarcity, we employ large
pre-trained vision-language models (VLMs), specifically, Grounding DINO[14]
in our framework. Given an input dental panoramic X-ray images X, we design
text prompt P4 with the class names of the M candidate dental abnormalities,
i.e., Py = [abnoramlityy, abnoramlitys, - - ,abnoramlityys]. Therefore, we can
predict bounding boxes of candidate abnormal regions Z4 = [cls, x, y, w, h] with
VLM(-, %) denoting the prediction process:

Za=VLM(X, Py), (1)

where cls denotes the class name of the tooth abnormality, while (z,y) is the
coordinates of the top-left corner of the box, and (w, h) is the box size. With
the following aligning/grounding process, we can fine-tune the pre-trained VLM
model with Ency and Encr representing distinct encoders for image and text
prompt, respectively:

V= EnCI(X)7 U= EnCT(PA); Sground = VUT; Lys = LOSS(Sgrounda G); (2>

where V € RVX4 7 ¢ RM*4 denote the image and text features respectively
for N candidate region proposals and M target tooth abnormalities, Sground €
RNXM represents the alignment scores, and G € {0, 1}V*M is the target matrix.

2.2 Dental Notation Aware Tooth Identification

We first argue that conventional dental detection models trained with one-hot
labels ignore the symmetry of teeth during tooth enumeration. For instance, de-
spite their anatomical symmetry, central incisors at the upper/lower right and
left are usually encoded as [1,0,0,0,---,0], [0,1,0,0,---,0], [0,0,1,0,---,0],
[0,0,0,1,---,0], which ignore the semantic and symmetric relationship between
teeth. To maximally utilize the symmetry property of teeth for subsequent ab-
normality detection, we adopt the Fédération Dentaire Internationale (FDI)
notation system [20] to locate the tooth T; by code C* = [c},¢f] in the den-
tal panoramic X-ray image, where ¢, € {1,2,3,4} is the quadrant code, and
et € {1,2,3,4,5,6,7,8} is the tooth code. Note that during our preliminary ex-
periments, we found that dental implants might prohibit the accurate matching
of tooth notation, thereby deteriorating the subsequent abnormality detection.
Thus, we consider detecting dental implants together with tooth identification.
The text prompt Pr utilized in this stage can be concluded as follows:

Pr = [tooth C!,tooth C?,---  tooth C*? Implant)]. (3)

We then use a fine-tuned VLM to identify and notate all the teeth, while detect-
ing all dental implants in the panoramic image X with prompt Pr:

[T,Zp|=VLM (X, Pr), (4)

where T; = [C%, x,y,w, h] are the tooth identified at the location C* in the FDI
notation system. Zp are all detected dental implants, then disconnected.
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2.3 Multi-Level Dental Abnormality Detection

To balance the detailed feature map of dental abnormalities with the broader
context, we emulate the clinical practice of dentists. Dentists often refer to anal-
ogous teeth in other quadrants due to dental symmetry. We achieve this by first
retrieving all the corresponding quadrant codes and then matching their tooth
codes within the FDI notation system. More specifically, after identifying and
numbering all the teeth, each tooth is cropped to form a set of proposed tooth
regions, denoted as {Tcé 701:} from the input radiography X. Here Tei i represents
the proposed box region of detected tooth T; in the image X at the location
[¢},¢i] in the FDI notation system. For a given set of proposals {7ei i}, we
retrieve all the ¢, and match their c;.

All the retrieved and matched tooth regions {7y i, 75 ci, T5.cis Ty i } are then
positioned in a new tooth image ch’v according to their ¢,. Specifically, regions
with ¢, from 1 to 4 are placed in the top left, top right, bottom right, and bottom
left quadrants, respectively. We conclude this process as the following equation:

2 = {W W} - (5)

T4,c% T3,Ci

It is worth noting that we allow absent teeth in the tooth image Qc;' where a
single or multiple Teicj Can be missing.

Subsequently, given all matched tooth images {Qc;‘ }, we can then effectively
detect all local-level dental abnormalities by designing prompt with their class
names, i.e., Pocal = [tooth defect, dental caries, periapical periodontitis, - - - ]. We
define local-level dental abnormalities as those sensitive to local features, that
are more perceivable in the tooth image {2 compared to the original panoramic
image X . Predicted results of local abnormalities Z,ca are then mapped back to
the original position in the panoramic image. For global-level abnormalities such
as impacted tooth, we directly locate them as Zgjobal from the panoramic image
with text prompt Pgonal = [impacted tooth, periodontitis, residual root, - - - |.
Consequently, the multi-level detection of dental abnormalities can be described
as follows:

ZA = Zlocal U Zglobal = MGP(VLM (Qa -Plocal)) U VLM(X, Pglobal)7 (6)

where Map(-) denotes the mapping operation of local abnormalities from the
tooth image to the original panoramic image.

3 Experiments and Results

3.1 Experimental Setup

Dataset In this study, we employ the quadrant-enumerated subset of the DEN-
TEX dataset [7], encompassing 645 panoramic X-ray images. These X-rays are
meticulously annotated with the assistance of dental professionals. It is notewor-
thy that our annotation process also encompasses dental implants and involves
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Table 1. Overview of quantitative comparison with state-of-the-art detection methods
for tooth identification, dental implant, and abnormality detection (%).

Tooth Implant Abnoramlity

Method

mAP AP50 AP AP50 mAP AP50
Dyead [3] 64.5 97.1 49.6 81.6 18.1  36.7
DINO [25] 63.4 94.3 26.5 48.0 12.6 23.5
SegAndDet [8] 64.3 96.3 54.7 83.2 204 37.7
PDCNN [9] 60.1 91.6 57.2 93.2 1.2 4.0
HierarchicalDet [6] 59.8 91.6 54.0 85.6 23.1 464
GLIP [11] 66.7 96.7 71.9 99.6 30.3 52.9
G-DINO [14] 674 97.1 752 100 32.7 55.5
Ours 67.4 97.1 75.2 100 37.0 66.3

Table 2. Quantitative comparison with state-of-the-art detection methods for multi-
level dental abnormality detection (%).

Local-level Abnormality Global-level Abnormality

Method Defect Caries Periapical Impacted Periodontal Residual

AP AP50 AP AP50 AP AP50 AP AP50 AP AP50 AP AP50
Dyead [3] 59 151 1.8 6.6 74 234 53.1 836 356 734 50 182
DINO [25] 3.4 86 06 25 1.3 5.1 465 734 231 489 1.0 28
SegAndDet [8] 4.8 11.0 2.7 11.1 80 24.6 56.2 76.8 34.6 689 16.1 34.1
PDCNN [99 00 0.0 00 00 00 00 26 88 47 151 0.0 0.0
HierarchicalDet [6] 8.6 14.8 5.2 14.8 10.3 30.9 60.5 84.6 32.2 68.0 21.9 65.3
GLIP [11] 9.1 193 6.3 174 12.2 36.2 70.5 914 395 77.8 44.4 750
G-DINO [14] 10.5 21.5 9.8 30.2 16.0 41.7 71.7 91.4 44.9 823 43.2 659
Ours 21.2 34.0 17.3 48.9 21.6 61.8 71.2 89.8 44.6 82.4 45.9 80.6

the refinement of bounding boxes for each tooth present in every X-ray image.
The dataset is randomly partitioned into training, validation, and test sets, con-
taining 405, 102, and 127 panoramic X-ray images. For quantification of the
detection performance, we report the average precision (AP) and AP50.

Implementation Details We adopt the Grounding-DINO-T variant [14] as
our pre-trained vision-language model. Our models are trained using the AdamW
optimizer, with a base learning rate and weight decay both set at 1 x 10~%. The
model with the best performance on the validation set is subsequently utilized
for further evaluation. To compensate for potential errors in tooth enumeration,
we crop each tooth by an additional 20, 40, 10, and 10 pixels on the crown, root,
left, and right sides, respectively. During the inference, all prompts used in our
framework were fixed. All baseline models were evaluated with fine tuning using
the same data split as our proposed approach.
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Fig. 2. Visualization of detection results for local-level dental abnormality detection.

3.2 Comparison with State-of-the-Art Methods

To thoroughly evaluate our proposed method, we compare the performance of
our framework in tooth identification, dental implant, and abnormality detection
against state-of-the-art detection models that can be adapted for dental object
detection. These include Dyhead [3], DINO [25], and two VLMs, specifically
GLIP [11] and Grounding DINO [14]. Furthermore, our framework has been
benchmarked against models specifically designed for dental applications, such as
SegAndDet 8], the winner of the DENTEX [7] (MICCAI Challenge 2023), as well
as PDCNN [9], and HierarchicalDet [6] to ensure a comprehensive evaluation.

The Proposed Approach Achieves the Best Performance in Dental
Abnormality Detection Compared to State-of-the-arts. Table 1 indicates
that our framework outperforms all state-of-the-art detection models in dental
abnormality detection, as well as tooth and implant identification. Notably, our
proposed approach by leveraging the tooth notation prompting exhibits superior
performance in dental abnormality detection, obtaining 36.7% mAP and 66.3%
AP50 when compared to other baselines where the second highest is Grounding
DINO [14] with 32.7% mAP and 55.5% AP50, an increase of 4% in mAP and
10.8% in AP50, respectively. Our results also demonstrate superior accuracy in
tooth enumeration and implant detection, especially compared with conventional
one-hot encoded models such as Dyhead [3] and DINO [25]. This highlights the
effectiveness of our proposed tooth enumeration approach, which leverages the
FDI notation system in facilitating subsequent dental abnormality detection.

The Proposed Approach Significantly Improves the Local-level Ab-
normality Detection. As further elaborated in Table 2, our framework signif-
icantly outperforms other methods in detecting local-level dental abnormalities
including tooth defect, dental caries, and periapical periodontitis. We observe a
significant improvement in both mAP and AP50 scores, with an average increase
of 7.9% and 17.2% respectively. The significant improvement underscores the



8 C. Du et al.

Table 3. Ablation on key components for local-level detection (%).

Tooth Notation-aware Implant Defect Caries Periapical Loval-level
Cropping Matching Disconnection AP AP50 AP AP50 AP AP50 mAP AP50
X X X 10.5 21.5 9.8 30.2 16.0 41.7 12.1 31.1
v X X 9.2 228 10.2 27.6 11.2 33.7 10.2 28.0
v v X 21.8 36.8 17.1 47.8 18.7 55.6 19.2 46.7
v v v 21.2 34.0 17.3 48.9 21.6 61.8 20.0 48.2

Table 4. Ablation study on designing den- Table 5. Ablation study on multi-level

tal notation prompts (%). prompting (%).
Prompt Tooth Implant Detection Level Abnormality
mAP AP50 AP AP50 mAP AP50
One-hot 63.4 94.3 26.5 48.0 Global-level Only 32.7  55.5
tooth ¢; at quadrant ¢; 67.2 96.9 72.7 97.8 Local-level Only 25.8  49.7
tooth cqcy 67.3 97.0 74.3 99.2 Multi-level 37.0 66.3

ability of our framework to effectively amalgamate the detailed features of den-
tal abnormalities with the inherent global and symmetrical information present
in dental panoramic X-ray images, facilitated by the dental notation system.

Visualizations Fig. 2 demonstrates our framework’s ability to accurately detect
three local-level dental abnormalities. It shows fewer errors in locating tooth
defect and superior sensitivity in identifying subtle abnormalities such as dental
caries and periapical periodontitis compared to other methods. Full-size dental
panoramic X-ray images are available in the appendix.

3.3 Ablation Study

We perform ablation studies to evaluate the effectiveness of the key components
in our proposed framework for dental abnormality detection. We first investi-
gate key modules for local-level detection in our dental abnormality detection
framework, including tooth cropping, dental notation-aware tooth matching, and
implant disconnection. Additionally, we assess the impact of different dental no-
tation prompts on tooth enumeration and implant identification, as well as the
influence of multi-level prompting on abnormality detection.

Ablation on key components for local-level detection. Table 3 reveals the
indispensability of all three key components proposed for local-level detection.
While tooth cropping improves local feature discernment, it compromises the
detection of tooth defect and periapical periodontitis due to the loss of global
and symmetrical information. This is counterbalanced by the tooth matching,
with average performance further boosted by implant disconnection.

Ablation on dental notation prompts. Two FDI notation prompts and one-
hot encoding are evaluated for tooth enumeration and implant identification
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(Table 4). Both FDI notation prompts outperformed one-hot encoding, with the
‘tooth c4c;” prompt yielding the best results, more suitable for our framework.
Ablation on multi-level prompting. Table 5 indicates that multi-level prompt-
ing, combining global and local prompts, proved effective in addressing the multi-
level manifestation of dental abnormalities, compared with global or local only.

4 Conclusion

In this study, we propose a robust, multi-level, dental notation-aware abnormal-
ity detection framework that leverages vision-language models to identify fine-
grained dental abnormalities. Our methodology, substantiated by comprehensive
experimental results, exhibits significant efficacy. Unlike conventional approaches
that either scan the entire X-ray image or solely concentrate on isolated tooth
images, our framework harnesses the benefits offered by the dental notation sys-
tem. Our framework adeptly balances the relatively diminutive feature map of
dental abnormalities with the globally available information and symmetry. This
balance enables it to effectively address the multi-level manifestation of dental
abnormalities. A notable constraint of our method is the necessity for multiple
fine-tuning stages for each component, which we leave for future work.

Disclosure of Interests. No conflicts of interests to be declared.
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