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Abstract. Difference Visual Question Answering (DiffVQA) introduces
a new task aimed at understanding and responding to questions regard-
ing the disparities observed between two images. Unlike traditional med-
ical VQA tasks, DiffVQA closely mirrors the diagnostic procedures of
radiologists, who frequently conduct longitudinal comparisons of images
taken at different time points for a given patient. This task accentuates
the discrepancies between images captured at distinct temporal intervals.
To better address the variations, this paper proposes a novel Residual
Alignment model (ReAl) tailored for DiffVQA. ReAl is designed to pro-
duce flexible and accurate answers by analyzing the discrepancies in chest
X-ray images of the same patient across different time points. Compared
to the previous method, ReAl additionally aid a residual input branch,
where the residual of two images is fed into this branch. Additionally,
a Residual Feature Alignment (RFA) module is introduced to ensure
that ReAl effectively captures and learns the disparities between corre-
sponding images. Experimental evaluations conducted on the MIMIC-
Diff-VQA dataset demonstrate the superiority of ReAl over previous
state-of-the-art methods, consistently achieving better performance. Ab-
lation experiments further validate the effectiveness of the RFA module
in enhancing the model’s attention to differences. The code implementa-
tion of the proposed approach will be made available.

Keywords: Diffenence VQA · Generative model · Residual feature align-
ment.
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Fig. 1: Comparison of different VQA architectures. All of them have one question
input but different numbers of image inputs. Compared to traditional VQA (a),
DiffVQA (b) has an additional input called reference image as the standard
forjudging difference. Our proposed ReAl (c) calculate the residual of two images
as the residual input. Thanks to the residual branch, ReAl is able to focus on
differential region.

1 Introduction

Medical imaging plays a pivotal role in modern healthcare for diagnostic and
therapeutic purposes [14]. Through various imaging modalities such as X-ray,
computed tomography (CT), magnetic resonance imaging (MRI), among others,
medical imaging provides non-invasive means for physicians to study and assess
the internal structures and functions of patients. In clinical diagnosis, radiologists
play a crucial role in diagnosing and monitoring various pathologies through
the analysis of imaging data collected over time. Their diagnostic process often
involves meticulous comparisons of images obtained at different time points to
discern subtle changes indicative of disease progression or treatment response.
This practice, akin to a longitudinal assessment, underscores the importance of
understanding the nuances between image pairs.

Traditional Visual Question Answering (VQA) techniques have made sig-
nificant strides in the fields of image understanding and natural language pro-
cessing [1,7,5,10]. By integrating deep learning models, they seamlessly merge
images with natural language questions, thereby enabling an understanding of
the questions and generation of corresponding answers. However, the application
of traditional VQA models in the domain of medical imaging is subject to cer-
tain limitations. In radiological image diagnosis, current medical VQA methods
primarily regard VQA as a classification problem over a finite answer set [4,8],
which has struggled to effectively handle subtle differences between images and
the open-ended nature of medical queries.

To bridge the gap between traditional VQA models and the diagnostic prac-
tices of radiologists, the concept of Difference Visual Question Answering (Dif-
fVQA) has begun to be explored [6]. DiffVQA is better suited for radiologists’
diagnostic practices primarily because it can effectively handle differences be-
tween images and simulate the longitudinal comparative analysis they conduct.
Long-term comparative analysis is crucial in radiology for tracking disease pro-
gression, treatment response, and overall patient management.
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Recently, EKAID [6] introduced the first medical DiffVQA dataset (namely
MIMIC-Diff-VQA) and proposed a novel expert knowledge-aware graph repre-
sentation learning model with the Assessment-Diagnosis-Intervention-Evaluation
treatment procedure. PLURAL [3] introduces pretraining specifically tailored for
the DiffVQA task using longitudinal chest X-ray data. However, both methods
share a common limitation in treating paired image features, as they overlook
the differences and relationships between images. They merely concatenate the
features of the two images together. This simple concatenation approach ren-
ders these models less sensitive to the differences between images, whereas un-
derstanding the distinctions between images is precisely the key aspect of the
DiffVQA task. Besides, the answers to DiffVQA questions are diverse and rich,
making it difficult for traditional classification VQA to handle the overly large
answer space. The generative model can solve this problem because it is not lim-
ited to a fixed set of answers. Recently, PMC-VQA [17] introduced a generative
VQA model to medical VQA task for the first time and achieved a comparable
performance to classification VQA methods.

In this paper, we propose a Residual Align framework (ReAl) for DiffVQA,
designed to analyze chest X-ray images of the same patient captured at various
time points and to offer insights into the discrepancies between the images,
thus harmonizing with radiologists’ diagnostic methodologies. Firstly, our ReAl
model departs from the previous classification-based VQA paradigm and adopts
a generative VQA paradigm to generate nuanced and flexible answers. Secondly,
to heighten the model’s emphasis on image disparities, we utilize the residual of
two images as an additional input to ensure comprehensive understanding of the
differences by the encoder. We also proposed a Residual Feature Align (RFA)
module to ensure that our framework understands and learns the differences
between corresponding images. Finally, we validate the performance of our model
on the MIMIC-Diff-VQA dataset and compare it with previous state-of-the-art
(SOTA) methods. Moreover, ablation experiments demonstrate that leveraging
contrastive learning effectively focuses the model’s attention on differences.

2 Methods

This section aims to introduce our proposed ReAl model, detailing its design
and implementation. Firstly, we provide a definition of the DiffVQA problem and
introduce the concept of generative VQA (Section 2.1). Subsequently, we explore
the primary architecture of the ReAl model, encompassing its components and
workflow (Section 2.2). Finally, we examine the RFA module to augment its
emphasis on image disparities (Section 2.3).

2.1 Task Definition

In this subsection, we formally define the DiffVQA problem. We consider two
images, labeled Iref and Imain, typically representing chest X-ray images of the
same patient taken at different time points. The objective is to address a series of
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Fig. 2: Illustration of our proposed ReAl framework. The input of ReAl contains
a main image, a reference image and associated question. ReAl additionally
develops a residual encoder to acquire information of the difference between the
main and reference images.

inquiries regarding changes in the patient’s condition using these images. Let Q
represent the question space, and A denote the answer space. For each question
q ∈ Q, the aim is to devise a model that maps the question q and the image pair
(Iref , Imain) to an answer a ∈ A within the answer space A.

In the current medical domain, VQA methods commonly adhere to a clas-
sification paradigm, where the answer space A is consistently a finite closed
set, prompting their models to seek the optimal answer within this confined
range. Nonetheless, the classification paradigm is ill-suited for DiffVQA, given
that its answer space A typically remains open. Conversely, employing a gener-
ative model proves more suitable for the DiffVQA task, as such models possess
the capability to dynamically generate diverse answers, thus facilitating a more
nuanced analysis of subtle differences in medical images.

For a generative VQA model, the probability of generating a word wt at each
time step t can be represented as p(wt|w<t), where w<t denotes the sequence
of words generated before the time step t. Assuming the target answer is A =
(a1, a2, ..., aT ), the loss function for the generative VQA task can be defined as
the negative log-likelihood loss:

Lgen = − 1

T

T∑
t=1

log p(at|a<t),

where T is the length of the target answer. This loss function measures the dis-
crepancy between the sequences generated by the model and the target answer,
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aiming to minimize the loss and make the generated answer as close to the target
answer as possible.

2.2 Architecture

In this section, we introduce the structure of the ReAl model. Specifically, the
ReAl model primarily comprises multiple uni-modal encoders for feature extrac-
tion and a multimodal decoder for answer generation.

Uni-modal encoders In the ReAl model, we employ multiple uni-modal en-
coders, each serving a distinct purpose in processing different types of input
data. Specifically, we utilize the following encoders: (1) the image encoder EI ,
responsible for encoding visual information from reference and main images; (2)
the text encoder ET , designed to encode textual information from the question;
and (3) the residual encoder ER, dedicated to encoding temporal information to
capture the sequential nature of longitudinal X-ray images.

To address the disparity between image and text embeddings, we apply a
projection to the encoded features fR, fref

I and fmain
I derived from the residual

encoder ER and the image encoder EI , respectively. This additional measure
guarantees the alignment of modalities in a congruent feature space, thereby
facilitating seamless fusion and interaction in subsequent processing stages.

Multi-modal Decoder The main goal of the decoder is to generate answers
using concatenated features extracted from previous stages. In this research, we
chose GPT-2 as the decoder model owing to its robust performance in natural
language generation tasks. Concretely, the decoder takes concatenated features
from previous stages as input, comprising residual embeddings, image embed-
dings, and question embeddings. These concatenated features are then fed into
the GPT-2 model for answer generation.

2.3 Residual Feature Alignment

In our methodology, we introduce the Residual Encoder, a novel component
aimed at addressing the DiffVQA task, which involves comparing chest X-ray
images of two patients to discern differences between them. Traditionally, only
two encoders are utilized: one for image encoding and another for question encod-
ing, extracting features from images and question, respectively. These features
are subsequently concatenated and passed to a decoder for answer generation.
However, our method deviates from this norm by incorporating an additional
encoder, the residual encoder.

Residual Encoder shares a similar architecture to the preceding image encoder
but with independent parameters. Our innovation lies in directly subtracting
the reference image from the main image to obtain a residual image, which is



6 Z. Lu et al.

then fed into the residual encoder. Following this, we compute the disparity
between features extracted from the two images and enforce this difference to
align with the residual feature fR outputted by the residual encoder using a
loss function. This approach focuses the model’s attention on image disparities,
thereby enhancing DiffVQA task performance.

Specifically, the utilized consistency loss function can be denoted as:

Lcon = ||fref
I − fmain

I − fR||22.

Here, fref
I and fmain

I denote the features of the reference and main images,
respectively, while fR represents the residual feature outputted by the residual
encoder. The aim of this loss function is to minimize differences between image
features, ensuring alignment of the difference between main and reference images
with the residual feature outputted by the residual encoder.

2.4 Training and Inference

Training To train our ReAl, the generation loss Lgen and the consistent loss
Lcon are jointly leveraged, which can be written as:

Ltotal = Lgen + Lcon,

where Ltotal is the final loss used for optimization.

Inference The test procedure follows the same pipeline as the training, where
a main image, a reference image and associated question are required. Based
on the projected features associated to the text, images and residual image, the
multi-modal decoder is responsible for producing the answer.

3 Experiments

3.1 Datasets

In our experimental section, we validate our model using the sole available Dif-
fVQA dataset, MIMIC-Diff-VQA [6], which is derived from MIMIC-CXR. This
dataset contains a total of 700,703 question-answer pairs extracted from 164,324
cases. It includes seven types of questions: abnormality, presence, view, location,
type, level, and difference. However, for this study, we concentrate exclusively
on the "difference" subset, comprising 131,563 questions related to differences.
The dataset is partitioned into training, validation, and testing sets following an
8:1:1 ratio, which aligns with the official partitioning.
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Table 1: Comparison of performance between previous SOTA methods and ReAl
in the MIMIC-Diff-VQA dataset. The best results are shown in bold.
Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr

MCCFormers [13] 0.214 0.190 0.170 0.153 0.319 0.340 0.000
IDCPCL [16] 0.614 0.541 0.474 0.414 0.303 0.582 0.703
EKAID [6] 0.628 0.553 0.491 0.434 0.339 0.577 1.027
PLURAL [3] 0.704 0.633 0.575 0.520 0.381 0.653 1.832
ReAl (Ours) 0.710 0.636 0.580 0.530 0.395 0.736 2.409

Table 2: Results of the ablation experiments to investigate the impact of residual
input and RFA module. The best results are in bold.
Model BLEU-1 BLEU-2 BLEU-3 BLEU-4 METEOR ROUGE-L CIDEr

Baseline 0.653 0.568 0.503 0.446 0.363 0.688 2.156
+ Residual input 0.698 0.613 0.547 0.489 0.388 0.732 2.346
+ RFA 0.710 0.636 0.580 0.530 0.395 0.736 2.409

3.2 Implementation and Evaluation

In the data preparation stage, we randomly cropped patches of size 512 × 512
from the X-rays as input. To mitigate overfitting of limited training data, we
adjust brightness, contrast, saturation and sharpness to diversify the training
data. During training, we choose ResNet-50 as the framework for both image and
residual encoders to encode image features. The subsequent projection module
consists of a transformer decoder and fully connected layers. The residual pro-
jection module have the same structure but separate parameters, while this two
image projection modules are exactly the same. All codes are implemented in
PyTorch-1.13 [12] and the models are trained on eight NVIDIA GeForce 3080Ti
GPUs with 12GB memory.

We assess the framework’s performance using prevalent natural language gen-
eration metrics, including BLEU [11], METEOR [2], ROUGE-L [9], and CIDEr-
D [15]. These metrics serve as quantitative measures to evaluate the quality of the
generated answers in terms of their similarity to reference answers, grammatical
correctness, semantic relevance, and overall informativeness.

3.3 Comparison with State-of-the-arts

We conducted comparisons between our model and two prior state-of-the-art
models, EKAID and PLURAL, employed in the DiffVQA task. In addition, we
also compared our method with two state-of-the-art methods on image difference
caption task, MCCFormers and IDCPCL. Image difference caption is a task
similar to DiffVQA and has the same training goal, which is to find the differences
between images and represent them with text output.
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Reference ReferenceMain Main

Question: What has changed compared to the 
reference image?

GT: The main image has additional findings of pleural 
effusion, and lung opacity than the reference image. 
the main image is missing the finding of cardiomegaly 
than the reference image.  

ReAl: The main image has an additional finding of 
lung opacity than the reference image. the main image 
is missing the finding of cardiomegaly than the 
reference image.

Question: What has changed compared to the 
reference image?

GT: The main image has an additional finding of 
atelectasis than the reference image. the main image is 
missing the findings of lung opacity, pneumonia, and 
consolidation than the reference image. 

ReAl: The main image has an additional finding of 
atelectasis than the reference image. the main image is 
missing the findings of lung opacity, pneumonia, and 
consolidation than the reference image.

Fig. 3: Examples of difference questions and their corresponding answers gener-
ated by ReAl showcase its robust capability in identifying disparate regions and
associating them with medical terminology. Red indicates incorrect or missing
predictions, while purple represents correct predictions.

The table 1 presents the performance comparison on the MIMIC-Diff-VQA
dataset. As indicated by the results, we can find: (1) our method consistently out-
performs competitors on all metrics, with particularly significant enhancements
observed in the ROUGE-L and CIDEr metrics. (2) Compared with PLURAL,
which uses a large amount of paired X-Ray and report data to pre-training, our
ReAl is more conducive to the model to focus on the changing regions without
the need for pre-training. This is evidenced by higher performance improve-
ments, with particularly significant enhancements observed in the ROUGE-L
and CIDEr metrics. This result also demonstrates that ReAl pays more attention
to the differences in the images, enabling it to generate more detailed answers
to difference-related questions.

3.4 Ablation Studies

In this section, we conduct an ablation study to analyze the impact of different
configurations of our model on its performance in the DiffVQA task. Specifi-
cally, we investigate three scenarios: the baseline model without residual input,
the model with the addition of residual input (introducing the residual encoder
branch), and the model with residual feature alignment based on the residual
input. By comparing the performance of these three configurations, we aim to
elucidate the individual contributions of residual input and residual feature align-
ment to the model’s effectiveness in capturing image differences and generating
accurate answers in the DiffVQA task. The outcomes of the ablation study sug-
gest that incorporating residual input enhances the model’s performance in the
DiffVQA task. Moreover, the additional alignment of residual features further
boosts performance. These findings underscore the positive influence of both
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residual input and residual feature alignment on the model’s capacity to capture
image disparities and produce precise answers.

4 Conclusion

This paper proposes a novel method ReAl for medical difference visual question
answering task. ReAl is not limited to the classification paradigm like existing
medical VQA methods. The generative paradigm ReAl adopted can effectively
generate more fine-grained answers. Thanks to the residual input and feature
alignment, ReAl shows great potential for discovering differential change in-
formation. The experiments have demonstrated that the ReAl method outper-
formed previous SOTA methods in DiffVQA.
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