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Abstract. Accurately localizing two-dimensional (2D) ultrasound (US)
fetal brain images in the 3D brain, using minimal computational re-
sources, is an important task for automated US analysis of fetal growth
and development. We propose an uncertainty-aware deep learning model
for automated 3D plane localization in 2D fetal brain images. Specifically,
a multi-head network is trained to jointly regress 3D plane pose from 2D
images in terms of different geometric transformations. The model explic-
itly learns to predict uncertainty to allocate higher weight to inputs with
low variances across different transformations to improve performance.
Our proposed method, QAERTS, demonstrates superior pose estimation
accuracy than the state-of-the-art and most of the uncertainty-based ap-
proaches, leading to 9% improvement on plane angle (PA) for localization
accuracy, and 8% on normalized cross-correlation (NCC) for sampled im-
age quality. QAERTS also demonstrates efficiency, containing 5× fewer
parameters than ensemble-based approach, making it advantageous in
resource-constrained settings. In addition, QAERTS proves to be more
robust to noise effects observed in freehand US scanning by leveraging
rotational discontinuities and explicit output uncertainties.
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1 Introduction

Two-dimensional (2D) ultrasound is the predominant tool used for routine mon-
itoring of fetal growth, due to its cost-effectiveness, flexibility, and portability,
which enable US to provide equitable obstetric examinations in low- and middle-
income countries (LMICs). Optimizing the utilization of US within LMICs has
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the potential to reduce the number of congenital abnormalities that go unde-
tected during early pregnancies [16]. However, each 2D US image represents a
cross-sectional view of the 3D anatomy, and localising these planes within the
3D fetal brain is difficult. Reliable and accurate localization of standard planes
in fetal brain ultrasound (US) is vital to effectively analyze fetal growth and de-
velopment [6], and automate detection of antenatal structural defects to enable
widespread deployment and adoption in limited resource settings [17].

Deep Neural Networks (DNNs) have been utilized to help with automated
ultrasound plane detection and localization [4,8,14,22]. Despite their remarkable
performance, these approaches are limited by their need for external sensor or
large amounts of manually annotated data. This was addressed in [25], where
a DNN was used to predict the 3D pose of 2D US fetal brain images using
regression within a pre-defined 3D reference coordinate system. However, its
accuracy is affected by the differences in acquisition and quality of the input
images, limiting the network performance in practice.AdLocUI [24] was proposed
to overcome the former limitation using unsupervised cycle consistency but does
not address input variability. In this work, we aim to tackle the latter challenge
using uncertainty-based approaches.

We hypothesize that expanding PlaneInVol [25] to predict different geometric
transformations representing the same 3D pose for each 2D US fetal brain image
along with their respective variances can promote robustness by accounting for
input-dependent noise. We thus make the following contributions:

1. First, our proposed model,QAERTS, incorporates multi-head components to
regress 3D locations through diverse geometric transformations and explic-
itly regressed variability, inspired by ensembling [13], ensemble diversity [27],
multi-task uncertainty aware learning [12] and geometric reprojection er-
ror [10].

2. Second, we adapt and extend multiple state-of-the-art uncertainty-based ap-
proaches [2, 5, 13] to the task investigated in this work, namely ultrasound
plane localization, as baselines for comparison.

3. Thirdly, we benchmark QAERTS and compare with baselines to empirically
validate that exploiting geometric transformational variations can improve
3D localization quality compared to most baselines with only a ∼ 0.1%
increase in parameters. Our code is publicly available at https://github.
com/jayrmh/QAERTS.git.

2 Methods

Problem Setup: The pipeline of our proposed work is presented in Fig. 1.
During training, N 2D US images IN

i=1, I ∈ RH×W are sampled from 3D volumes
aligned to the 3D anatomical atlas, meaning the true locations are known and no
further human annotation is required. We adapt the prediction layer from [25],
changing it into a multi-head network, each of which predicts different geometric
transformations to express rotational quantities and direct pose predictions [10].
Then, we modify the network to predict learned variances in parallel such that

https://github.com/jayrmh/QAERTS.git
https://github.com/jayrmh/QAERTS.git
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Fig. 1. Pipeline of our proposed work. During training, 2D slices sampled from aligned
3D volumes are augmented and used to train our proposed uncertainty-aware multi-
head model with diverse parameterizations. The feature extractor (cyan) is composed
of ten pairs of consecutive 2D convolutional blocks with instance normalization and
rectified linear unit (ReLU) activations followed by a maxpooling operation. The gen-
erated z embedding is flattened with a adaptive pooling operation, and is propagated
through two fully connected layers with a ReLU activation after each layer to a multi-
head predictor (black). The trained network can be used to regress the parameters of
five different geometric transformations (pink) and their resulting coordinate-wise pre-
dictive variances (blue) obtained through a set of independent fully connected layers
with no activations along with shared translation and scaling parameters (yellow). The
averaged 3D poses and variance obtained from an arbitrary number of 2D images is
then used to compute the loss function (green).

the outputs are now Gaussian distributions, and employ maximum likelihood
estimation to optimize the model weights with consideration of uncertainty.

Model Architecture: A feature extractor generates a fixed-length feature vec-
tor z for each input image, Ii. The feature extractor fθ(x) is shared across all
inputs and is expected to be invariant to the permutation and number of input
images. This supports our task of ultrasound image analysis as freehand image
acquisition is operator-dependent and there is variability during the scanning
process. The standard direct supervised pose regression model learns parame-
ters wr ∈ RD×9 to project the learned embedding (D) z = fθ(x) into a 3 × 3
matrix referring to 3 Cartesian coordinates (x, y, z) of 3 reference locations defin-
ing the predicted plane, denoted by p̂direct. We then compare with the ground
truth pose defined by p as follows: p̂direct = wT

r fθ(x). The 3 reference locations
correspond to the center, bottom right, and bottom left of the plane as per [25].

Parameterizing Rotational Representations: The intention behind exploit-
ing differing transformations is to separate the learning of rotational represen-
tations and variances of transformed reference coordinates, to promote diversity
in the loss landscape. We refer to our proposed model as QAERTS, where the
acronym reflects the geometric transformations used: Quaternions, Axis-angles,
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Euler angles, Rotation matrices, Translation displacement and Scaling. More
formulation details regarding them are found in Supplementary Materials (Table
3). As shown in [7], mapping from the S0(3) space of 3D rotations to angular
rotations with representations having four or fewer dimensions is discontinuous.
This is because DNNs fit continuous representations with better fidelity [28],
and we seek to exploit the rotational discontinuities observed as a measure of
the prediction ensemble uncertainty. This is likely to occur as different geometric
parameterizations cover different ways of achieving the same 3D transformation
and can obfuscate the parallel predictions during training [23]. Thus, we assume
that the geometrical inconsistencies that can arise from utilizing the parameter-
izations of A, E and R compared to Q and direct pose regression indicate an
input which is harder to learn and ambiguous. It should also be noted that large
penalties will be avoided, as the loss functions are minimized with respect to the
transformed set of points, and not the rotational quantities themselves.

Uncertainty-Aware Learning: Our work builds upon PlaneInVol [25] which
used the mean-squared-error (MSE) loss. However, MSE does not capture predic-
tive uncertainty, as if the variance is uniform, the Negative Log-Likelihood (NLL)
is equivalent to MSE times a constant, but if it is a learnable parameter, higher
weight is given to data points with lower variance as per [9, 18]. We extend the
base model following [13], and add multiple output heads to predict Gaussian
distributions, each having separate branches to predict each geometric trans-
formation and the respective reference coordinate variances across them. This
modification leads to the Mean-Variance Estimator (MVE) variant of PlaneIn-
Vol. Optimal weights are found by maximizing the likelihood, which is equivalent
to minimizing the negative-likelihood of the predictive distributions assuming an
isotopic Gaussian prior (GNLL). Instead of assuming the aleatoric uncertainty
to be the same for all the data samples (homoscedastic), we explicitly model
the noise considering heteroscedasticity. This is because subjective sonographer
judgment and potential fetal motion relative to the probe placement [24] is likely
to affect each frame in 2D US scans differently, as a consequence of difference
expertise levels in anatomical understanding.

Modifying Loss: Using the predicted parameters for each rotational represen-
tation in orthogonal space, we transform a reference xy grid with respect to the
mid-plane and extract the values of the same 3 reference coordinates after the
transformation through each combined translation, scaling, and rotational pa-
rameterization. Since each head learns a different set of poses and variances for
each input, the ensemble of predictions can be denoted by p̂i={p̂Qi , p̂Ai , p̂Ei , p̂Ri ,
p̂directi }. Then, the mean µ(p̂i) of the implicit ensemble of pose predictions for
every input image is computed. As the network also learns the variances for each
pose prediction along each head for every independent input denoted by ŝi={ŝQi ,
ŝAi , ŝ

E
i , ŝ

R
i , ŝ

direct
i }, the resulting ensemble variance σ̂2

i = µ(ŝi). Following the
assumption of N (µi, σ

2
i ), the GNLL is minimized wrt the ground truth pi for

every input image i.
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The loss function for the heteroscedastic Gaussian Negative Log-Likelihood
is:

LGNLL =
∑
i

1

2
log

(
σ̂2
i

)
+

(µ (p̂i)− pi)
2

2σ̂2
i

(1)

where σ2 is the average predicted variance by the model and µ is the mean of
either the explicit or implicit prediction ensembles.

3 Experimental Setup

Dataset: The 3D ultrasound fetal brain volumes (160×160×160 voxels at an
isotropic resolution of 0.6mm3) were obtained as part of the INTERGROWTH-
21st study [20]. The volumes were pre-aligned to a common reference atlas space
using [17], and further details are available in [16].
Preprocessing: 4 training and 2 validation 3D volumes selected at 19 gesta-
tional weeks.

Artificial 2D Slice Sampling: For each 3D volume in the training epoch,
a dense 2D grid along the X and Y axis respectively is generated in the range of
-80 to 80, with each xy coordinate initialized to zero. These discrete coordinates
will then contain the pixel values of the 2D images, sampled from the 3D volume,
and interpolation is performed where the grid does not correspond to a relevant
pixel value in the volume. A third dimension representing the z axis is added to
localize this sampling space. Intuitively, this implies that 2D planes move along
the surface normals tangential to the 3 dimensions of the volume, mimicking the
ultrasound probe acquisition process. This process allows for the introduction
of random variation through the sampling of infinite combinations of different
2D slices from a 3D volume. Brain segmentation masks [15] were generated to
minimize learning with extracranial details from the background.

Data Augmentations: As the 2D images are artificially sampled in a self-
supervised manner (training labels derived from the nature of the data itself),
we augment sampled slices to be generalizable with freehand 2D acquired videos
with random in-plane rotations. They are also subject to random rotations along
the x axis and y axis in the range -20 to 20, the z axis (along the surface nor-
mal) in the range -90 to 90, and finally random translation also along the z axis
between -40 and 60. Lastly, we employ random scaling in the range of 0.75 to
1.8, as well as contrast and intensity modification to introduce noise to the res-
olution to provide further variations to the sampling process. No normalization
of pixel/voxel values were performed.

3.1 Evaluation

Baseline Models: We compared to the commonly deployed approaches [1] rep-
resentative of each category of approach, namely: Bayesian with Monte-Carlo
Dropout (MCD) [5], ensembling with Deep Ensembles (DE) [13] and determin-
istic methods with Evidential Deep Learning (EDL) [2] to serve as baselines
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Fig. 2. Examples from the test set for “high quality” and “low quality” predictions are
provided in a)-b) and c)-d) respectively. Input frames (yellow) to the models extracted
from 3D volumes are shown in the first column of a) and c). First column of a) and c)
show ground-truth planes (green), and predicted (red) are visualized in 3D atlas space
along the second to fifth columns of a) and c). Slices sampled (indicated by frame color)
from the 3D atlas using the predicted and ground-truth plane locations for each model
are shown along second to fifth columns of b) and d).

against our proposed model. Specific implementation details can be found in
Supplementary Materials (Table 1). All other training parameters, i.e., combi-
nations of sampled 2D slices, epochs (5000), learning rate (0.0001), optimizer
(Adam [25]), patience (20), and batch size (49) were kept consistent between
all models. All experiments utilized VGG-16 architecture with random weight
initialization as a backbone.

Testing Set: A batch of 32 images sampled from each of the 7 3D volumes
at 19 weeks of gestational age were used to quantitatively assess performance of
different models. Images extracted from 2D free-hand US videos of three patients
are also considered for qualitative analysis at 21 weeks of gestational age.
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Metrics: With the 3D anatomical atlas as a reference, we evaluate localiza-
tion accuracy and sampled image quality with the following metrics. These are
Euclidean distance (ED) and Plane angle (PA) between all coordinates of the
predicted and ground-truth planes measured in radians, mean squared error
(MSE) between predicted and ground truth reference points, as well as Nor-
malized Cross-Correlation (NCC) and Structural Similarity (SSIM) between
images sampled with predicted planes and ground truth planes.

Table 1. Mean results (± standard deviation) for quantitative metrics during inference
on the testing set. Best scores are in bold, and second best scores are underlined.
Upward arrows (uparrow) indicates higher value is better and downward arrows (↓)
indicate lower value is better.

Model ED↓ PA↓ MSE↓ NCC↑ SSIM↑ Parameters

PlaneInVol 0.34±0.25 0.42±0.25 277.19±245.08 0.62±0.24 0.57±0.27 ∼35.88M

MVE 0.34±0.25 0.40±0.25 224.83±241.28 0.63±0.25 0.60±0.25 ∼35.89M

EDL 0.34±0.24 0.42±0.24 227.90±236.49 0.61±0.25 0.56±0.28 ∼35.90M

MCD 0.1 0.31±0.24 0.45±0.25 203.47±238.51 0.57±0.23 0.52±0.28 ∼35.89M

MCD 0.25 0.34±0.24 0.43±0.24 229.54±235.79 0.49±0.23 0.44±0.29 ∼35.89M

DE 0.29±0.23 0.40±0.27 186.42±223.21 0.73±0.24 0.63±0.24 ∼141.83M

QAERTS 0.32±0.24 0.39±0.24 215.10±241.52 0.67±0.22 0.61±0.25 ∼35.92M

4 Results and Discussion

Relying on a single regression prediction, and not predicting a set of distribu-
tions, leads to a larger localization error, as absolute pose regression usually
generates outliers very far from the actual scanning angles due to the instability
of training regression models [10]. The experiments confirm our hypothesis that
expanding the output layer with multiple parameterizations can reduce general-
ization error of the overall prediction [9].

Quantitative Comparisons with Baselines: From Table 1, we report that
the best-performing model is DE, QAERTS and MVE across NCC and SSIM
reflecting high sampled image quality. Lowest scores of ED, PA and MSE are
once again obtained with DE, with QAERTS and MCD in terms of plane coor-
dinate similarity. Without explicit ensembling, we can observe improvements of
4.457% in ED, 9.268% in PA, 25.225% in MSE, 7.556% in NCC, and 5.241% in
SSIM scores between the base model and QAERTS, showing advantage of mod-
ifying the scoring criteria of the PlaneInVol model. Interestingly, performance
decreases as the dropout rate increases and both variants are among the weakest
in our experiments. As DE is effectively an explicit ensembling of five MVE mod-
els, it surpasses the PlaneInVol model significantly with ED, PA, MSE, NCC,
and SSIM scores of 14.664%, 6.002%, 39.155%, 16.470% and 9.90% respectively,
however, this comes at a cost with 5× more parameters.
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Fig. 3. Examples from freehand 2D US videos across three patients. The first column
in a), b) and c) shows a frame from each video that were input to each model. Second
to fourth column in a), b) and c) show corresponding slices sampled from the 3D atlas,
using the predicted plane locations. The pink, yellow and cyan arrows indicate the
anatomical structures of lateral ventricles, choroid plexus and Sylvian fissure.

Qualitative Comparisons with Baselines: Fig. 2 show examples of “high
quality” and “low-quality prediction” from the testing set. In practice, the for-
mer is likely when the scan contains frames concentrated around the center of
the fetal brain with rich structural content, whereas the latter occurs due to
partial or no recovery of fetal brain information from the peripheral regions.
We use predicted locations to sample the corresponding slices from the 3D atlas
to which the 3D training volumes were pre-aligned. Better prediction accuracy
is obtained when the sampled slices match with the corresponding input im-
ages. From these plots, we can surmise that the additional parameterizations
contributes to improved performance, and approach quality provided by explicit
ensembling in the case of DE. From visualizing the predicted planes in the 3D
atlas with their corresponding ground-truths show better overlap in QAERTS
when compared to PlaneInVol, but is not as close as DE.

We assess the integrity of the models in the absence of ground-truth loca-
tions by examining the presence of anatomical landmarks in freehand 2D US in
Fig. 3. This is evident from the increased resolution of the lateral ventricles (pink
arrow), structural fidelity of the choroid plexus (yellow arrow) and clarity of the
Sylvian fissure (blue arrow) on the distal hemisphere with QAERTS compared
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to PlaneInVol. DE continues to perform better in terms of accuracy relative to
the input, QAERTS is nearly similar, and PlaneInVol is the furthest.
Parameter Efficiency: As mentioned previously, improved performance of DE
comes at a computational cost, requiring approximately 5× the parameters and
5× the inference latency as any other model to produce these results. MCD re-
quires 5× more inference latency to perform explicit ensembling at test time.
Our proposed model QAERTS provides considerable improvement in localiza-
tion quality while maintaining parameter efficiency needing only 41,040 (0.114%)
more parameters than PlaneInVol. Further ablation experiments are in the Sup-
plementary Materials (Table 2).
Loss Landscape: A single low-loss region is likely to contain redundant so-
lutions since the functions are almost identical [11], and the modifications we
propose in terms of different parameterizations at the output head for allow
for enhanced diversity in the loss landscape relative to the single model base-
lines. We hypothesize this is a possible reason for performance improvement
with QAERTS, however, with DE the independently trained explicit ensemble
of MVE models better estimates the true marginal likelihood [13] [19].

Future Work: One tangential approach to improve the proposed work is
through adapting deterministic uncertainty models for our regression task of
plane location prediction by incorporating distance awareness and sensitivity
and smoothness in the latent space [21]. A second approach would be to learn
continuous representations by performing self-supervised pre-training using con-
trastive learning (CL) and then fine-tune for our downstream tasks [3] [26].

5 Conclusion

DNNs are highly parameterised, leading to a wide spectrum of possible functions
that can effectively capture the data generation process. We have shown that en-
semble methods lead to more consistent results, and that our proposed QAERTS
gives competitive improvement while requiring 5× fewer parameters than other
DE variants. Learning with geometrical parameterizations with proper scoring
rules in the form of an NLL considering variance implies more retention of frames
due to better pose predictions that capture more structural information. This
can facilitate enhanced utility for equitable healthcare in low-resource settings
by assisting sonographers in scanning guidance.
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