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Abstract. Neurodegenerative disorders, notably Alzheimer’s Disease type
Dementia (ADD), are recognized for their imprint on brain connectivity.
Recent investigations employing Graph Neural Networks (GNNs) have
demonstrated considerable promise in diagnosing ADD. Among the var-
ious GNN architectures, attention-based GNNs have gained prominence
due to their capacity to emphasize diagnostically significant alterations
in neural connectivity while suppressing irrelevant ones. Nevertheless, a
notable limitation observed in attention-based GNNs pertains to the ho-
mogeneity of attention coefficients across different attention heads, sug-
gesting a tendency for the GNN to overlook spatially localized critical
alterations at the subnetwork scale (mesoscale). In response to this chal-
lenge, we propose a novel Disentangled Attention GNN (DAGNN) model
trained to discern attention coefficients across different heads. We show
that DAGNN can generate uncorrelated latent representations across
heads, potentially learning localized representations at mesoscale. We
empirically show that these latent representations are superior to state-
of-the-art GNN based representations in ADD diagnosis while providing
insight into spatially localized changes in connectivity.

Keywords: Structural Networks · Graph Neural Networks · Attention
Mechanism · Disentanglement.

1 Introduction

The brain is known to undergo significant organizational changes through the
course of dementia and numerous techniques have been proposed to examine
these changes by studying brain networks [1, 2]. Recently, there has been a grow-
ing interest in employing graph neural networks (GNNs) for investigating brain
networks [3, 4]. While resting-state fMRI based functional networks (fNETs) have
been widely used and proven effective [5–7] , diffusion-weighted imaging (DWI)
based structural networks (sNETs) are often neglected, despite the significant
role of structural changes during dementia. Besides their importance, the spar-
sity of structural networks makes them more suitable for GNNs, known to excel
in handling sparse graphs.

Lately, attention-based GNNs (AGNNs) have gained prominence in the field
of brain networks [8, 9]. Attention mechanism enhances GNNs by enabling them
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to identify important connections and filter out unwanted ones achieved through
dynamically modeling relationships via computed attention coefficients. AGNNs
commonly utilize a multi-head architecture wherein each head operates inde-
pendently, potentially increasing the model’s capacity. However, we observe a
key limitation : different attention heads produce similar attention coefficients
despite their separate structures. The uniformity of attention coefficients across
various attention heads suggests that AGNNs may fail to recognize certain crit-
ical subnetworks.

To resolve this issue, we propose a novel model, Disentangled-Attention GNN
(DAGNN), that generates spatially distinct attention coefficients across heads,
enforced by a disentanglement loss. In addition to rectifying the uniformity of
attention coefficients, DAGNN also uncouples representations across heads, re-
sulting in higher-quality outputs. In order to assess its capacity, we have limited
our study to discriminate the Mild Cognitive Impairment (MCI) subjects from
ADD subjects using sNETs, which is known to be more challenging. Our exper-
imental findings on three diverse datasets demonstrate that DAGNN surpasses
existing state-of-the-art methods in AD-MCI classification. Furthermore, we an-
alyzed DAGNN in order to provide explanations regarding spatially localized
changes in connectivity.

2 Method

Problem Statement. Consider we have a set of sNETs {G1,G2, ....GP } where P is
the number of patients. Each sNET is represented by its weighted and undirected
adjacency matrix Ap ∈ RN×N where N is the number of brain regions. Let
Xp ∈ RN×din be the node feature matrix where din is the number of features.
We seek to find a model gΘ parameterized with Θ which takes sNET and node
features as input and outputs the label of the patient lp, i.e gΘ(A

p,Xp) = lp.

2.1 DAGNN

The Disentangled Attention GNN (DAGNN) model, which we propose here, is
depicted in Figure 1. Our model has three key components : encoder, attention-
based GNN, and pooling module where each of them can be expressed as the
following equations :

H = enc(A,X) Z = GNN(H,A) y = pool(Z) (1)

where H ∈ RN×denc is the encoded node features, Z ∈ RN×dout is the node rep-
resentations generated by GNN and y ∈ Rdout is the graph level representation.

Encoder Common practice for AGNNs is to leverage positional embeddings
regardless of whether or not node features are present. Eigenvectors and eigen-
values of each node are generally used for such purposes [10] i.e they are used as
H or as complementary to node features. However, eigenvectors suffer from sign
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Fig. 1. DAGNN Pipeline. (A) Input sNET. (B) Encoding adjacency matrix with GIN.
It is equivalent to apply MLP to each row of binary adjacency matrix with self loops.
(C) Multi-head GAT. Each head is independent from each other and compute a set
of different attention coefficients along with node features. (D) Node features from
heads are concatenated. (E) Attention based pooling is performed to obtain graph-
level representation. (F) A linear layer with softmax activation is used to predict label.

ambiguity which can harm the quality of embeddings. To overcome this issue,
we propose to use Graph Isomorphism Network(GIN) [11] to encode the graph
structure. GIN possesses the capability to uniquely encode different graphs, sup-
ported by a well-defined theoretical basis associated with the Weisfeiler-Lehman
test [12]. GIN formula is given below :

H = σ(fΘ((Ã+ (1 + ϵ) · I) ·X)) (2)

where σ is ReLU function, fΘ is a two-layer neural network parameterized by
Θ, Ã is binary adjacency matrix, ϵ is some irrational number and I is identity
matrix. For practical cases, we can let ϵ = 0 and assign one-hot encoding features
to nodes which means to set X = I ∈ RN×N . Therefore the equation 2 reduces
to :

H = σ(fθ(Ã+ I)) (3)

which is equivalent to encoding binary adjacency matrix with self loops. This
approach could be seen as an alternative way to construct positional encoding
in which connectivity values are used directly. It is also consistent with the liter-
ature that proposes to use connectivity values as feature vectors in the absence
of node features [13, 14].

Attention-based GNN We used Graph Attention Network(GAT) [15] for our
AGNN module. GAT forward propagation is given by :
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Zk = σ(ÂkΘkH) (4)

where Θk ∈ Rdenc×dattn is linear mapping , Âk ∈ RN×N is the computed atten-
tion coefficients and Zk ∈ RN×dattn is the output for head k. Overall output Z
is constructed by concatenating the different heads along the head dimension,
i.e if there are K heads, dout = K · dattn. In each head, attention coefficients
computed as the following :

ai,j =
e(LeakyReLU(ak⊤

Θkhi+ak
TΘkhj))∑

k∈N (i)∪{i} e
LeakyReLU(ak⊤Θkhj+ak

TΘkhk)
(5)

where ai,j is the attention coefficient between node i and node j, ak ∈ R2·dattn

is learnable vector, hi is the representation of node i, (ith column of H), N (i)
neighbors of node i and Leaky-ReLU is introduced as non-linearity function
to prevent cancelling exponentials when k = i. GAT learns spatially localized
representations since it only computes the relations between neighbors.

Pooling We employed an attention-based pooling method that weights each
node with a learnable score computed by a linear layer [16]. Here is the formula
for pooling operation :

y =
k=N∑
k=1

wizi (6)

where wi is node score of node i calculated by wi = softmax(Θzi), zi is the
representation of node i and Θ ∈ Rdout is the linear mapping. Our pooling
operator can highlight the important nodes which is not achievable by non-
parametric pooling functions such as sum, mean or max. Additionally, it is more
interpretable compared to Diff-Pool [17] and more expressive than the Top-K
pool [18]

2.2 Disentanglement Loss

We noticed a limitation within the multi-head Graph Attention Network (GAT),
where the attention coefficients computed by each head, denoted as Âk, are
strikingly similar to each other. This observation suggests a potential drawback:
GAT may not fully exploit its multi-head structure and might overlook signifi-
cant variations. To address this issue, we introduce a novel loss function, termed
as disentanglement loss, aimed at differentiating each head by maximizing the
distance between attention coefficient matrices produced by heads. Our disen-
tanglement loss is defined as :

Ldis = ReLU(m− 1

#pairs

B∑
b=1

K∑
j=1

K∑
k=j+1

dist(Âb,j , Âb,k)) (7)
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where Âb,j is the attention coefficients of bth patient in a batch produced by jth
head of GAT, B is the batch size, #pairs is the number of attention coefficients
pairs in the batch, dist is the function for measuring distance and m is the
margin hyperparameter.

We propose to use the mean of L1 distance as our distance measure since it
has two main advantages : The first one is that it is bounded by 2 and helps
us to choose meaningful m hyperparameter. The second one is that using L1
distance also promotes the sparsity on the attention coefficients. The proposed
distance function is :

dist(Âj , Âk) =
1

N

n=N∑
n=1

n=N∑
l=1

|Cn,l| (8)

where C = Aj − Ak. L1 distance between two matrices is computed then the
average is taken as distance between two matrices.

We trained our model with a combination of classification loss and disentan-
glement loss. Overall loss function can be written as :

Ltotal = Lcls + λLdis (9)

where λ is hyperparameter that balances classification and disentanglement loss
and Lcls is the negative log-likelihood function.

3 Experiments

3.1 Data

We used three datasets : CAPA , Alzheimer’s Disease Neuroimaging Initia-
tive (ADNI) and CAPA+ADNI which is the concatenation of the former two
datasets. CAPA dataset is a private dataset acquired from 64 volunteers (18
ADD, 46 MCI) at Istanbul University, Istanbul Faculty of Medicine, Neuroimag-
ing Unit of Hulusi Behçet Life Sciences Research Laboratory with written con-
sent and under ethics committee approval. Clinical diagnostic labels are given
following the NIA-AA guidelines [20]. We used 148-parcel Destrieux atlas (N =
148) [21] to delineate the cortical regions. Our custom pre-processing and net-
work generation pipeline that utilizes FreeSurfer, FSL, and Tortoise can be found
here3.

ADNI dataset is the age-gender matched subset of the publicly available
ADNI3 dataset [19] consisting of 42 patients (18 ADD, 24 MCI). Same pre-
processing and network construction pipeline steps are repeated as above. This
subset was selected to match the size of the CAPA dataset.

CAPA + ADNI dataset is the merging of the CAPA and ADNI datasets
which have 106 patients (36 ADD, 70 MCI).

3 https://vavlab.boun.edu.tr/brainet-structural-and-functional-brain-network-
analysis
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Model
CAPA ADNI CAPA + ADNI

F1 AUC F1 AUC F1 AUC
BrainGB-GAT 0.63±0.05 0.63±0.05 0.60±0.06 0.67±0.03 0.62±0.05 0.68±0.03

BrainGB-GCN 0.65±0.04 0.68±0.04 0.64±0.05 0.71±0.04 0.66±0.04 0.71±0.02

BrainGNN 0.70±0.06 0.74±0.05 0.72±0.04 0.78±0.02 0.73±0.03 0.77±0.03

DisenGCN 0.65±0.04 0.69±0.03 0.66±0.04 0.72±0.03 0.68±0.03 0.73±0.03

FactorGCN* 0.80±0.03 0.83±0.04 0.78±0.04 0.87±0.02 0.80±0.02 0.84±0.01

AGNN 0.74±0.03 0.79±0.03 0.75±0.03 0.85±0.03 0.76±0.01 0.82±0.01

DAGNN 0.82±0.03 0.86±0.03 0.80±0.04 0.89±0.02 0.82±0.03 0.87±0.03

Table 1. ADD-vs-MCI classification performances computed using cross-validation for
end-to-end trained models.

3.2 Experimental Setup

We emprically set denc = 128, dattn = 32 , K = 4 and dout = 128 in DAGNN.
For disentanglement loss we set m=2 and λ = 0.1. We used ADAM optimizer
with a learning rate of 0.001 , 1e−4 L2 regularization and the model was trained
over 100 epochs. Batch size is set to 6. 8-fold, 7-fold, and 9-fold cross-validation
is used to compute test accuracy and area under curve (AUC) scores for CAPA,
ADNI, and CAPA+ADNI, respectively. Fold numbers are adjusted to ensure an
even distribution of data splitting. Cross-validation experiments are repeated 20
times to eliminate the impact of random seeds. We implemented our DAGNN
model with Pytorch Geometric. The source codes are available on Github4.

3.3 Results

We performed ADD-MCI classification task. For comparison, we also report
the performance of different state-of-the-art (SOTA) models (best performing
GAT and Graph Convolution Network (GCN) [22] models from BrainGB [13]
and BrainGNN [23]) and other disentanglement based methods (FactorGCN
[24] and DisenGCN [25]) in the table 1. FactorGCN factorizes input graph into
factor graphs where each factor graph is assumed to be distinguishable by a
classifier. To compare DAGNN with FactorGCN in a fair setup, which we denote
as FactorGCN*, we replaced our disentanglement loss in Equation 7 with a
classifier-based loss :

Lfactor = Lcls(k,G(Âb,j)) (10)

where G is a GNN based graph encoder and k is the label of factor graph
Âb,j . On the other hand, DisenGCN aims to disentangle node representations
by partitioning the neighbors. In addition, to justify the disentanglement we also
add the performance of AGNN which is the same as DAGNN but does not utilize
disentanglement loss.
4 https://github.com/gururgg/DAGNN
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Fig. 2. DAGNN Analysis. The model is trained on the ADNI+CAPA dataset. (A)
Correlation matrices of features among latent representations generated by AGNN
(left) and DAGNN (right) is illustrated. The numerical annotations on the figures shows
that which head contributes to which part of the representations. (B) Correlation of
latent representations between patients for each head output is shown. (C) Highlighted
brain regions by Head 1 (left) and Head 2 (right) are given.

4 Discussion

Results in table 1 show that DAGNN significantly outperforms other SOTA
models and disentanglement based models. DAGNN’ ability to generate decor-
related latent representations, each localized at mesoscale, might play a key role
in its performance. Compared to AGNN, DAGNN is able to learn distinct latent
representations which is indicated by reduced correlation values between off-
diagonal elements as depicted in Figure 2. in Figure 2. Our proposed distance
based disentanglement improves AGNN more than the classification based loss,
since it directly maximizes the distances and hence produces more distinct rep-
resentations across heads, while classification based loss softens the distinctness
condition by working on the latent space generated by G.

In addition, we investigate which attention heads play a significant role in
distinguishing patients. To find it, we take each Zp, GAT output of patient p, for
all patients and compute the correlation coefficient matrix across all patients.
As depicted in Figure 2, outputs of heads 1 and 2 exhibit lower inter-class cor-
relations, indicating that the representations they generate are discriminatory.
To determine which parts of the brain are highlighted by these heads, we calcu-
lated the mean attention map denoted as Äk which is equal to the average of
Âp,k over all patients. We treated the row sum of Äk as an importance score of
brain regions. For each of the two heads, we identified two nodes displaying posi-
tive deviations from the mean node score that exceeds 3 standard deviations. We
showed these regions in Figure 2 within the brain images where these regions are
colored as red. Our analysis showed that head 1 focuses on left Orbital gyri and
left Temporal pole while head 2 focuses on left Superior frontal gyrus and right
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Superior frontal gyrus. Among these four regions, three of them (left Orbital
gyri, left and right Superior frontal gyrus) are parts of default mode network
(DMN) [26], which is known to be affected by ADD progression [27].

5 Conclusion

We proposed a novel model, DAGNN, to alleviate the homogeneity of atten-
tion coefficients across different attention heads. Utilizing disentanglement loss,
DAGNN effectively distinguishes attention coefficients across various heads. Our
experimental results on three sNET based datasets show that DAGNN’ ability
to learn distinct latent representations for each head improves the ADD-MCI
classification. Additionally we analysed DAGNN by examining attention coeffi-
cients produced by heads and found that DAGNN highlights brain regions that
are neurologically relevant to ADD. Future work will involve conducting addi-
tional experiments with the complete ADNI3 set to demonstrate the robustness
of DAGNN.
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