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Abstract. The Prostate Imaging Reporting and Data System (PI-RADS)
is pivotal in the diagnosis of clinically significant prostate cancer through
MRI imaging. Current deep learning-based PI-RADS scoring methods of-
ten lack the incorporation of common PI-RADS clinical guideline (PICG)
utilized by radiologists, potentially compromising scoring accuracy. This
paper introduces a novel approach that adapts a multi-modal large lan-
guage model (MLLM) to incorporate PICG into PI-RADS scoring model
without additional annotations and network parameters. We present a
designed two-stage fine-tuning process aiming at adapting a MLLM orig-
inally trained on natural images to the MRI images while effectively in-
tegrating the PICG. Specifically, in the first stage, we develop a domain
adapter layer tailored for processing 3D MRI inputs and instruct the
MLLM to differentiate MRI sequences. In the second stage, we translate
PICG for guiding instructions from the model to generate PICG-guided
image features. Through such a feature distillation step, we align the
scoring network’s features with the PICG-guided image features, which
enables the model to effectively incorporate the PICG information. We
develop our model on a public dataset and evaluate it on an in-house
dataset. Experimental results demonstrate that our approach effectively
improves the performance of current scoring networks. Code is available
at: https://github.com/med-air/PICG2scoring
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The adoption of MRI has helped on better prostate cancer diagnosis, especially
for clinically significant stages. The Prostate Imaging Reporting and Data Sys-
tem (PI-RADS) plays a crucial role in standardizing the MRI report when assign-
ing the score to a suspicious lesion. In practice, the PI-RADS evaluation follows
the well-acknowledged PI-RADS Clinical Guideline (PICG) [5], with which clin-
icians grade the MRI images according to the morphological characteristics of
lesions. Specifically, the PICG involves the assessment of three common MRI
sequences: T2-weighted imaging (T2W), apparent diffusion coefficient (ADC),
and diffusion-weighted imaging (DWI). According to the PICG, each identified
lesion is assigned a PI-RADS score ranging from 1 to 5, a higher score indicates
higher risk of prostate cancer [1,18,19].

Recently, AI-assisted models have emerged as a prominent tool for automatic
PI-RADS scoring. Current methods [8,9,11,22] formulate the task as a classifi-
cation problem, where the model is optimized to discrete labels. Although these
labels are annotated based on PICG, the models typically only learn the scores
rather than understanding the actual guidelines. This can lead to several issues,
including the exposure to subjective biases during the labeling process, as dif-
ferent annotators may interpret the guidelines unconsciously different [10]. As a
result, the model may not fully capture the nuanced information embedded in
the guidelines, potentially limiting its trustworthiness in real-world use.

Informing the networks with annotation guidelines is promising to alleviate
the challenge. A straight-forward solution is to design rule-based models that
translate clinical guidelines into part of the classification network [12,14,26].
However, these methods often require network architecture modifications or the
inclusion of additional labels [14]. To address these limitations, we introduce the
concept of feature distillation to our model design. Specifically, we build a model
on both images and PICG, namely the guideline network, which learns to regu-
larize the image feature space with PICG. Given an arbitrary scoring network,
we transfer the learned PICG information by aligning the feature distribution
of the scoring network with the PICG-regularized features from the guideline
network. Our approach allows seamless integration of PICG information into
various scoring networks without extensive architectural changes.

We consider our guideline network as a model handling both image and
text inputs. Multi-modal Large Language Models (MLLMs) offer a state-of-
the-art example of text and image integration [2,6,7,25]. In medical imaging,
MLLMs have been instructed to perform tasks such as medical visual question
answering [13,29]. Different from the former works, the text input in our guideline
network, i.e., PICG, serves as an instruction for regularizing the input image
feature space.

In this paper, we propose an approach for incorporating PICG into the scor-
ing network through the guideline network without modifying the network struc-
ture or requiring additional training data. We design a two-stage fine-tuning
strategy to adapt the guideline network, an MLLM, to inject the PICG informa-
tion into the 3D MRI image features. Leveraging feature distillation, we align the
features from the scoring and guideline networks, hereby incorporating PICG to
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Fig. 1: The overview of our proposed method which consists of two-stage instruc-
tion tuning and feature distillation. In stage one, we design and train the domain
adapter layer and use instruction tuning to distinguish “T2W” and “ADC&DWI”
sequences. In stage two, we freeze the domain adapter layer and design another
instruction to learn PICG. Domain adapter layer, image encoder, projection and
LLaMA constitute the guideline network, while image classification encoder and
classifier make up the scoring network.

enhance the model performance. In the first stage, we design a domain adapter
layer to facilitate the model’s support for 3D MRI input and then adjust the
instructions of the guideline network to aid in distinguishing MRI sequences.
These instructions offer detailed descriptions for different sequences. In the sec-
ond stage, we transform PICG into instructions for the guideline network. We
guide the model to generate PICG-guided image features by replacing each PI-
RADS label with its corresponding PICG sections. Training is conducted on a
public dataset [17], and we perform testing on a private dataset. We select three
state-of-the-art scoring methods as our scoring network: Yu et al. [27], Sanford
et al. [21], and Kang et al. [11]. Experimental results indicate that incorporating
PICG into these methods results in accuracy improvements of 4.8%, 5.3%, and
6.4% over their original performance, respectively.

2 Method

Fig. 1 shows the overview of our proposed PI-RADS scoring framework for incor-
porating PICG via guideline network, which uses a multi-modal large language
model backbone. We first show the two-stage fine-tuning process. We establish
the domain adapter and adjust the instructions to adapt guideline network to the
MRI domain. Then, we elaborate on the instruction employed to direct guideline
network in producing PICG-guided image features. At last, we show the feature
distillation process from the guideline network to the scoring network.
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Fig. 2: Example of instructions for adapting guideline network to Prostate MRI.

2.1 Stage One: Adapting MLLM to Prostate MRI Domain

Our guideline network is a multi-modal large language model (MLLM). First, we
develop a domain adapter layer to enable the model to handle 3D MRI input. Fol-
lowing [28], we utilize a pre-trained vision transformer [20] as the image encoder.
The features from the vision transformer are further processed by a multi-modal
projection layer and then sent to the large language model LLaMA [7].

Our 3D volume includes an extra “depth” dimension compared to the 2D
images on which the vision transformer is pre-trained. To address this, we adapt
the patch embedding layer of the transformer to a 3D convolutional layer with
a kernel size of 14, which we refer to as the domain adapter layer. We denote it
as C3D. Following I3D [4], we duplicate the pre-trained weights from the original
embedding layer across the “depth” dimension to maintain the original patch
division for each slice within the volume. As part of the pre-processing, the
input volumes are reshaped to ensure the number of patches remains consistent
with the original outputs of the vision transformer. Given the input 3D MRI
image M , the visual prompts I are encoded as:

I = P(E(C3D(M))), (1)

where E is the rest blocks of the image encoder and P refers to the multi-modal
projection layer. Following the approach in [7], the text input and instructions are
processed and converted into text tokens. These text tokens are then combined
with the visual prompt I before being fed into LLaMA.

We use the instruction tuning to fine-tune the guideline network, enabling it
to distinguish between “T2W” and “ADC&DWI” images. T2W images provide
anatomical detail, while ADC and DWI images reflect the diffusion properties
of water molecules, offering different contrasts and diagnostic information [24].
The instruction is shown in Fig. 2 based on [7]. Similar to [28], we only fine-tune
the patch embedding layer, the multi-modal projection layer, and the bias in
the LLaMA model, while keeping all other trainable parameters frozen. This
approach enables fine-tuning on a single GPU. Throughout the training process,
the model is optimized using the cross-entropy loss function.
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Fig. 3: Examples of instructions used for generating PICG-guided image fea-
tures.

2.2 Stage Two: Generating PICG-guided Image Features

We fine-tune the guideline network from the previous stage. During this stage,
we freeze the domain adapter layer while allowing the multi-modal projection
layer and the bias in the LLaMA model to remain trainable. We instruct the
guideline network to understand PICG. Our instruction for stage two is described
in Fig. 3. We formulate the task as an image captioning task, where the model
is asked to describe the lesion in the MRI image based on the PICG. This
helps us to obtain an instruction-incorporated representation of the MRI image.
Specifically, at the end of this stage, we utilize the fine-tuned model to generate
PICG-guided features of each sample in the training set. We take the average
of token features from the last transformer layer of the model to obtain PICG-
guided image features. The feature, i.e., a representation of the MRI images that
incorporates the PICG, will be leveraged to guide our PI-RADS scoring task.
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2.3 PICG-guided Image Feature Distillation

We incorporate the encoded PICG into the scoring network, which we denote as
S, through a process of feature distillation. To achieve this, we first input the
visual prompt I and the text token T into the LLaMA model, which is a part
of the guideline network G. Then we extract the PICG-guided image feature,
denoted as fllama(T, I), before the output stage of LLaMA. Subsequently, we
obtain the features from the final layer of the scoring network S, denoted as
fS(M). At last, the Kullback-Leibler (KL) divergence [15] is used to distill the
feature information as:

L(G,S) = KL(fllama(T, I)∥σ(fS(M))), (2)

where σ is one fully connected layer only used in the feature distillation. We use
σ to align the feature size of the scoring network with that of the PICG-guided
image feature. This layer will be discarded during inference.

2.4 Learning Process

In the first fine-tuning stage, we set the epoch number to 20, with a 2-epoch
warmup. The weight decay is 0.02, and the learning rate is set to 0.02. In the
second stage, we finetune the model from the first stage for 60 epochs. The
warmup epoch number is 5. The overall objective function of the scoring net-
work is as: ℓ = Lce + α ∗ L(G,S) where Lce is the cross-entropy loss. We use
three representative PI-RADS scoring networks and incorporate the PICG into
these networks. We leverage pre-training weights from the Kinetics-700 [3] and
Moments in Times datasets [16], set the batch size to 16, employ focal loss as
the loss function with weights specified as [2, 2, 1, 1, 1], and γ set to 2. Our
optimization strategy involves using Adam with a learning rate of 5e-5 over 200
epochs. All models can be trained on a single NVIDIA A40 GPU card.

3 Experiments

3.1 Datasets

Public Dataset. For model development, we employed the publicly available
Prostate-MRI-US-Biopsy dataset [17], which includes preoperative MRI images,
lesion locations, and PI-RADS scores. This dataset contains 762 lesions from 615
subjects, with MRIs in T2W, ADC, and DWI sequences. Following [27], regions
of interest were isolated based on location annotations, and 10% of the data was
reserved for validation (i.e., 683 cases for training, 79 for validation).

Private Dataset. For external testing, we gathered a private dataset of T2W,
ADC, and DWI sequence images from 206 patients, derived from authentic clini-
cal procedures. This dataset was sourced from a prospectively maintained cohort
of prostate biopsy patients at Prince of Wales Hospital in Hong Kong, including
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Table 1: Performance of different methods on the private test set. Results are
reported with the average and standard deviation over three independent runs.

Model Accuracy % ↑ MSE ↓ MAE ↓ Precision%↑ Recall%↑ F1%↑
VGG [23] 31.6±1.4 1.38±0.2 0.92±0.5 17.4±1.5 22.6±0.8 17.4±1.8
VGG [23]+PICG (ours) 38.6±2.1(+7.0) 1.09±0.1 0.77±0.0 21.1±0.3 22.9±1.2 21.0±0.6
Kang et al., [11] 30.0±4.0 1.43±0.3 0.93±0.1 13.2±2.6 20.1±2.5 14.5±2.0
Kang et al., [11]+PICG (ours) 36.4±1.0 (+6.4) 1.25±0.0 0.83±0.0 16.1±3.6 20.9±1.8 15.9±2.3
Sanford et al., [21] 30.4±0.4 1.61±0.2 0.97±0.1 17.7±1.3 22.1±1.7 16.1±1.1
Sanford et al., [21]+PICG (ours) 35.7±0.9(+5.3) 1.38±0.2 0.87±0.1 18.4±1.2 22.0±0.5 17.4±1.5
Yu et al., [27] 33.8±0.6 1.22±0.2 0.83±0.1 18.2±6.1 21.8±2.3 13.4±3.1
Yu et al., [27]+PICG (ours) 38.6±0.4(+4.8) 1.17±0.1 0.79±0.0 20.4±0.6 23.8±1.4 20.6±0.8

only those who underwent MRI-ultrasound fusion targeted biopsy for ground-
truth labels. Although the biopsies were performed at the same medical center,
the pre-biopsy MRI examinations were conducted at various medical centers
across Hong Kong. Consequently, the cohort’s images are heterogeneous, ac-
quired using different scanners from three manufacturers (Philips, Siemens, GE)
and two magnetic field strengths (1.5 T and 3 T). Despite this variability, all
images were of sufficient quality for radiologists to assign PI-RADS scores to
suspicious lesions and for urologists to perform MRI-ultrasound fusion targeted
biopsies effectively. Two radiologists independently annotated 293 lesions with
location and PI-RADS scores, and these lesions were identified and extracted for
further analysis. In our experimental setting, the model was trained on public
dataset and tested on private dataset, i.e., all the results are reported on this
out-of-distribution private dataset.

3.2 Comparison with State-of-the-Art Methods

To demonstrate the effectiveness of our method, we compared it with the state-
of-the-art PI-RADS scoring networks [11,21,27], as presented in Table 1. For a
fair comparison, rule-based methods that require additional annotations were not
included as the baselines. The evaluation metrics involve Classification Accuracy,
Mean Squared Error (MSE), Mean Absolute Error (MAE), Precision, Recall, and
F1 metrics. Precision, Recall, and F1 scores were averaged across all classes. The
proposed knowledge distillation was performed to the encoded features of these
scoring networks, as a plug-in. Following the application of our method, all three
scoring networks and the VGG network show improvements across all metrics.
Particularly, our method brings an improvement of 6.4% in accuracy and 2.9%
in precision to [11]. This highlights the effectiveness of integrating PICG into
scoring networks for enhancing accuracy. Additionally, our method leads to a
decrease in false positives. Furthermore, the incorporation of PICG resulted in
reduced MSE and MAE values across all three networks, indicating that the
generated scores are closer to the ground truth. It is important to note that our
proposed approach is compatible with any scoring network, due to its flexibility.
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3.3 Ablation Study

Determining Loss Function Weight α. Large models have strong gener-
alization capabilities, while small models excel at specific tasks, so we need to
balance the proportion of loss weights. We illustrate the experimental process of
determining the optimal loss weight α in Eq. (2) as shown in Table 2. We assign
three loss weights 0.2, 0.4, and 0.6, respectively. It is considerable that when
the weight is set to 0.4, the model exhibits improved performance compared to
when the weight is set to 0.2. However, increasing the weight to 0.6 results in a
notable decrease in the model’s accuracy.

The Effect of Two-stage Fine-tuning. We analyze the impact of fine-tuning
MLLM on the scoring network’s performance through a comparative experi-
ment called “baseline MLLM”. This experiment used MLLM in its initialized
state without fine-tuning, maintaining the same input and instructions as the
pre-trained model, and conducting feature distillation. As shown in Table 3,
using features from the initialized MLLM (with ImageNet pre-trained weights)
decreased accuracy compared to using fine-tuned features. The accuracy was
also lower than the results reported by Sanford et al. [21]. Similarly, following
findings by Yu et al. [27] and Kang et al. [11], using features without pre-training
reduced the model’s accuracy.

Table 2: Model performance with different α. The best performance over three
independent runs is reported.)

Loss weight α = 0.2 Loss weight α = 0.4 Loss weight α = 0.6
Acc.% ↑ MSE↓ MAE↓ Acc.% ↑ MSE↓ MAE↓ Acc.% ↑ MSE↓ MAE↓

36.2 1.24 0.83 38.6 1.26 0.82 32.4 1.70 0.99

4 Conclusion

We introduce a novel method that integrates PICG into the PI-RADS scoring
process via MLLM. Our approach involves a two-stage fine-tuning procedure to
adapt MLLM to the MRI domain and comprehend PICG, supported by a domain
adapter layer. Feature distillation integrates PICG into the scoring network. As
a versatile plug-in for various networks, our model improves performance across
three state-of-the-art scoring networks. Experiments with diverse demographics
demonstrate that incorporating PICG enhances generalizability, likely due to
improved network explainability, meriting further investigation.
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Table 3: The effect of two-stage fine-tuning on model performance. The model
performance is measured by the best accuracy over three independent runs.

Model w/o PICG with PICG Baseline MLLM
Kang et al. [11] 33.8% 37.5% 33.1%

Sanford et al. [21] 30.7% 36.5% 29.7%
Yu et al. [27] 34.5% 38.9% 35.8%
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