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Abstract. Quantitative analysis of brain iron is widely utilized in neu-
rodegenerative diseases, typically accomplished through the utilization of
quantitative susceptibility mapping (QSM) and medical image registra-
tion. However, this approach heavily relies on registration accuracy, and
image registration can alter QSM values, leading to distorted quantita-
tive analysis results. This paper proposes a multi-modal multitask QSM
reconstruction algorithm (mQSM) and introduces a mutual Transformer
mechanism (mTrans) to e�ciently fuse multi-modal information for QSM
reconstruction and brain region segmentation tasks. mTrans leverages
Transformer computations on Query and Value feature matrices for mu-
tual attention calculation, eliminating the need for additional computa-
tional modules and ensuring high e�ciency in multi-modal data fusion.
Experimental results demonstrate an average dice coe�cient of 0.92 for
segmentation, and QSM reconstruction achieves an SSIM evaluation of
0.9854 compared to the gold standard. Moreover, segmentation-based
(mQSM) brain iron quantitative analysis shows no signi�cant di�erence
from the ground truth, whereas the registration-based approach exhibits
notable di�erences in brain cortical regions compared to the ground
truth. Our code is available at https://github.com/TyrionJ/mQSM.

Keywords: Quantitative susceptibility mapping · Brain region segmen-
tation · Brain iron analysis · Deep learning.

1 Introduction

Quantitative susceptibility mapping (QSM) is an MRI technique utilized for the
quanti�cation of spatial magnetic susceptibility distribution [6]. QSM has been
widely applied in the auxiliary diagnosis of neurodegenerative diseases such as
Alzheimer's disease [3,4], Parkinson's disease [24], multiple sclerosis [18], Hunt-
ington's disease [22], etc. Currently, the clinical utilization of quantitative anal-
ysis for QSM is limited to manual regions of interest (ROI) selection and mea-
suring susceptibility values for diagnosing iron deposition [16]. However, manual
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ROI selection lacks objectivity and may not fully capture comprehensive changes
in iron homeostasis across various brain regions. Besides, in the process of re-
constructing QSM, dipole inversion is essential for computing QSM from a �eld
map, which involves dividing the �eld by the dipole kernel in the Fourier domain
and makes the dipole inversion an ill-conditioned division problem [8].

To solve these problems, the current approach involves initial QSM recon-
struction followed by a comprehensive analysis of global brain iron homeostasis
changes using medical image registration. There are primarily two categories
of QSM reconstruction algorithms: traditional methods represented by COS-
MOS [11], TKD [17], iLSQR [10], and STAR-QSM [21], and deep learning ap-
proaches such as QSMNet [23], AdaIN-QSM [14], and msQSM [7]. AdaIN-QSM
and msQSM, in particular, utilize single-direction data to achieve QSM recon-
struction at any resolution, approaching the gold standard COSMOS, which
requires data acquisition in at least three directions. For medical image registra-
tion, commonly used traditional methods include FLIRT [5], NiftyReg [13], and
ANTs [1]. Some emerging deep learning methods, such as TransMorph [2] and
MD-SGT [19], have also shown remarkable performance in registration. Although
these registration methods achieve accurate results for subcortical structures, the
precision for certain cortical regions falls short of the requirements for quanti-
tative iron homeostasis analysis. Furthermore, the registration process not only
alters numerical values in QSM, distorting results but also leads to the loss of
morphological information.

To address the above issues. We propose a mutual transformer network
(mTrans-Net) to integrate multi-modal information and accomplish multitask
QSM reconstruction. The main contributions of this study are as follows:

1) We propose a lightweight and e�cient multi-modal data fusion mechanism
named mutual Transformer (mTrans);

2) We propose a precise all-in-one solution for QSM reconstruction and brain
iron analysis;

3) The proposed mTrans can be applied to other Transformer-based multimodal
fusion models, signi�cantly boosting their performance.

2 Method

The framework of the mTrans-Net method is presented in Fig.1, which pri-
marily consists of two sub-networks: the reconstruction network and the fusion
segmentation network. The reconstruction network consists of 6 ResBlocks and
is trained in a self-supervised manner. The segmentation model, based on UNet,
incorporates a mutual Transformer mechanism to fuse QSM and T1 data, lever-
aging the advantages of QSM for clear presentation of brain nuclei and T1 for
clear presentation of the cortex, to accomplish brain region segmentation tasks.

2.1 QSM theory

QSM reconstruction When subjected to an external main magnetic �eld, tis-
sues undergo magnetization, leading to the induction of magnetic perturbations
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Fig. 1. The architecture of the multi-task QSM reconstruction network. The numbers
represent the feature channels. IN: instance norm 3D, ReLU: leakyReLU.

along the �eld. As demonstrated by the media e�ect Lorentz correction and the
Maxwell magnetostatic equations [12], the perturbation adheres to

δB (r) =
3 cos2 α− 1

4π |r|3
⊗ χ (r) , (1)

where δB(r) = [B(r) − B0]/B0 represents the perturbation, with B indicating
the local magnetic �eld map. Here, r, α, and ⊗ denote the spatial coordinate,
the angle between vector r and the main �eld, and the 3D convolution operator,
respectively. χ represents the QSM to be solved.

Utilizing a dipole kernel, the equation above can be simpli�ed as a pointwise
multiplication in the Fourier domain [15]:

∆B (k) =

(
1

3
−

k2p
k2

)
·X (k) = D (k) ·X (k) , (2)

where ∆B and X are the Fourier transforms of δB and χ, respectively. k is the
magnitude of k in the k-space. D(k) is the resolution-dependent dipole kernel
and kp is the projection of k onto the main �eld. QSM reconstruction solves the
ill-posed problem Eq. 2 to obtain X based on B.

QSM producer We propose an initial QSM reconstruction algorithm based
on edge detection, utilizing the TKD method to decouple the dependence of
resolution and orientation producing a raw QSM result (QSM−):

QSM− = S∆B
∗ TKD0.1 + (1− S∆B

) ∗ TKD0.2

TKDthr (k) =
sign(D(k))

max(|D(k)|,thr) ·∆B (k)
, (3)
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where S∆B
is the normalized result of the Sobel operator applied to ∆B and thr

is the threshold used in the TKD method to balance precision and artifacts. S
o�ers an approximation of the boundary delineation between neighboring tissues,
while (1− S) quanti�es the extent of �eld �uctuation within a tissue.

2.2 Mutual Transformer

The proposed mutual Transformer (mTrans) is based on the self-attention mech-
anism [20], which performs computation using three feature tensors�Q, K, and

V: SA = softmax(QKT

S )V . The proposed mTrans utilizes Q and V features
from dual modalities for feature fusion:MA = Q1 ·QT

2

mTrans = cat([SA1,MA · V2, SA2,MA · V1])
, (4)

where Q1 and Q2 are used to compute mutual attention (MA) and MA · Vi rep-
resents the i-th mutual feature. Finally, concatenate the self-attention features
and mutual features to complete the mTrans fusion.

2.3 Loss function

The QSM reconstruction subnetwork was trained in a self-supervised manner:LC = ∥abs (QSM−) (QSM− −QSM)∥1

LM = ∥S∆B
− SQSM∥1

, (5)

where LC is the consistency loss and LM is the morphological loss based on the
Sobel operator on∆B and QSM. Set the reconstruction loss Lrec = LC+0.01LM .

The segmentation employs dice and cross-entropy for deep supervision:
Ldice (p, q) = −

2×
∑n

i=1 pi · qi∑n
i=1 pi+

∑n
i=1 qi

LCE (p, q) = − 1
n

∑n
i=1 qilogpi + (1− qi)log(1− pi)

, (6)

where n is the voxel number of the input data, pi ∈ [0, 1] denotes the prediction
probability, and qi ∈ {0, 1} signi�es the ground truth. Combine the two loss

L = Ldice +LCE and set Lseg =
∑5

i=1
Li

2i−1 as segmentation loss where Li is the
L of the i-th layer (from the shallow to deep).

Finally, set LT = Lrec + Lseg as the overall training loss of the network.

3 Experiments

3.1 Dataset and Experimental Settings

The proposed mQSM was trained on an in-house dataset acquired from 45 sub-
jects with QSM and aligned T1 data using a 3T GE scanner. The acquisition pa-
rameters for QSM were: resolution = 1×1×1 mm3, FOV = 256×256×136 mm3,
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Fig. 2. Three orthogonal perspectives of QSM reconstruction results, including residual
errors relative to COSMOS, are depicted.

TR = 41.81 ms, TE1/∆TE = 3.27/2.35 ms, and 16 echoes. The acquisition pa-
rameters for T1 were: resolution = 1× 1× 1 mm3, TR = 8.46 ms, �ip angle =
15◦, and TE = 3.25 ms. The segmentation labels, comprising 36 brain regions,
were obtained by imaging professionals with the assistance of MONAI Label AI.

In assessing the QSM reconstruction performance, we chose the dataset from
the 2016 QSM challenge [9] as it allows reconstruction into the established gold
standard, COSMOS. The dataset was obtained from a healthy volunteer using
a 3T Siemens Scanner, employing 12 sampling orientations.

The assessment encompassed various methods, with a truncation threshold
of 0.2 applied to TKD. COSMOS calculations were performed using four ori-
entation samplings. The reconstructed QSM outcomes were averaged across the
respective four orientation samplings. QSMnet and MoDL-QSM underwent re-
training based on pre-existing models. Additionally, AdaIN-QSM was trained
using multi-resolution data.

To assess the disparity between brain iron quanti�cation based on brain re-
gion segmentation and that based on medical image registration, we employed
several classic registration methods such as FLIRT, NiftyReg, and ANTs.
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3.2 Reconstruction evaluation

Although mQSM is trained using �eld maps and T1 multimodal data, the recon-
struction network does not involve T1 data. Consequently, the model supports
QSM reconstruction solely based on the input �eld maps.

Qualitative evaluation Fig. 2 displays the reconstruction outcomes using vari-
ous methods across three orthogonal planes, alongside residual error maps. TKD
results exhibit noticeable noise and streaking artifacts (indicated by blue arrows).
Conversely, iLSQR, AdaIN-QSM, and mQSM exhibit reduced errors compared
to COSMOS, although artifacts are evident in the sagittal view of iLSQR and
COSMOS (blue arrows). STAR-QSM and MoDL-QSM produce smoother recon-
structions but display larger errors in speci�c brain regions, such as the lenticular
nucleus (red arrows), inferior sagittal sinus, and internal cerebral vein (yellow
arrows). In summary, AdaIN-QSM and mQSM yield visually superior outcomes
with lower residual errors compared to COSMOS, demonstrating the capability
to mitigate streaking artifacts.

Table 1. Comparison of quantitative performance metrics for QSM reconstruction
methods relative to COSMOS, based on data from the 2016 QSM Challenge.

Methods SSIM PSNR(dB) NRMSE HFEN

TKD 0.9686 40.13 0.4354 46.25
iLSQR 0.9836 42.51 0.3840 32.49

STAR-QSM 0.9857 42.14 0.4561 36.25
QSMnet 0.9763 42.80 0.4085 32.67
MoDL-QSM 0.9551 42.56 0.4133 36.87
AdaIN-QSM 0.9840 42.44 0.3644 34.89
mQSM 0.9854 42.99 0.3315 32.99

Bold values indicate the best metrics.

Quantitative evaluation Table 1 presents the quantitative outcomes of the
proposed mQSM alongside other methods, assessed through structural similarity
index (SSIM), peak signal-to-noise ratio (PSNR), normalized root mean square
error (NRMSE), and high-frequency error norm (HFEN). Among all methods,
iLSQR exhibits the lowest HFEN (32.49). QSMnet shows relatively higher PSNR
(42.80) and lower HFEN (32.67). mQSM achieves the highest SSIM (0.9854),
PSNR (42.99 dB), and lowest NRMSE (0.3315), with only a marginal increase
in HFEN by 1.54% compared to the optimal metrics.

3.3 Brain iron analysis

The currently prevalent methods for whole-brain iron quanti�cation analysis rely
on registration. This section demonstrates the discrepancies between brain iron
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Fig. 3. The comparison �gure displays the segmentation results of mQSM and di�erent
registration methods on brain regions. Colored polygons delineate the cortical areas.

quanti�cation analyses based on brain segmentation and registration. Here, reg-
istration employs the Montreal Neurological Institute (MNI) standard brain tem-
plate, where registration is initially performed on T1 images and subsequently
applied to the deformation �eld on QSM images.

Qualitative evaluation Fig. 3 displays the brain segmentation results obtained
using the proposed mQSM and the matching results of the standard brain tem-
plate using three commonly employed registration methods. The mQSM achieves
precise segmentation results for the brain cortex, whereas registration methods
exhibit signi�cant discrepancies in matching brain areas such as the frontal lobe
(red arrows) and parietal lobe (green arrows) with the brain template.

Table 2. The discrepancy in brain iron quantitative analysis (mean ± std in ppb)
between mQSM segmentation and registration methods.

Region Ground truth mQSM FLIRT NiftyReg ANTs

frontal lobe (L) 4.6±0.4 4.7±0.5 ⋆⋆2.8±0.3 ⋆⋆2.9±0.3 ⋆⋆3.2±0.2
lateral temporal (R) -2.4±0.5 -2.5±0.5 ⋆⋆-0.9±0.4 ⋆⋆-0.9±0.4 ⋆⋆-0.7±0.3
medial temporal (R) -2.2±0.7 -2.1±0.7 -1.5±0.7 -1.3±0.8 ⋆-0.2±0.7
caudate (R) 30.7±2.4 31.8±2.4 29.7±2.5 31.6±2.5 32.1±2.3
pallidum (R) 81.1±3.7 82.5±3.7 76.5±6.4 ⋆71.1±6.2 78.8±4.9
thalamus (R) -1.1±1.2 -1.1±1.2 -2.1±0.9 ⋆-2.8±0.9 -1.4±0.8
accumbens area (R) -33.3±3.5 -33.4±3.4 ⋆⋆-8.3±5.3 ⋆⋆-13.4±4.8 ⋆-24.2±4.3

⋆⋆: p ≤ 0.01 and ⋆: 0.01 < p ≤ 0.05 reference to the ground truth.
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Quantitative evaluation Table 2 illustrates the di�erences in iron quanti-
tative analysis of randomly selected 7 brain regions (All can be found in the
supplementary materials) among the 36 brain areas between segmentation and
registration methods. The QSM used is the mQSM reconstruction result, and
the ground truth is the average magnetization value of brain regions calculated
based on segmentation labels. The table demonstrates that mQSM brain iron
quanti�cation aligns closely with the ground truth, with no notable di�erences.
In contrast, the registration-based method shows signi�cant variances primarily
in cortical analysis, with no signi�cant di�erences in nucleus analysis.

Table 3. The mQSM results integrated with dif-
ferent segmentation models. mQSM∗ denotes the
use of * as the segmentation module.

Methods dice recall precision HD95 ASD

mQSMU−Net 0.86 0.83 0.89 2.17 1.08
mQSMU−Net 0.86 0.83 0.89 2.17 1.08
mQSMU−Net 0.86 0.83 0.89 2.17 1.08
mQSM 0.86 0.83 0.89 2.17 1.08 Fig. 4.Mutual attention map.

As the mTrans is exclusively employed in the segmentation task, ablation
experiments were conducted solely on the segmentation module to verify the
e�ectiveness. Table 3 indicates that mQSM (U-Net+SA+MA) achieves the best
segmentation results compared to U-Net+SA as the segmentation network. Fig.
4 shows the normalized mutual attention (MA) matrix, which is generally sym-
metric, indicating signi�cant correlations between certain multimodal features.

4 Conclusion

This study introduces a multitask QSM reconstruction algorithm for comprehen-
sive brain iron distribution analysis. Unlike conventional methods relying on re-
constructed images and template registration, our approach avoids registration-
induced QSM value changes. Experimental results show that mQSM yields com-
parable iron quanti�cation across brain regions to the gold standard. Moreover,
we propose a mutual Transformer mechanism for multimodal fusion, enhancing
fusion e�cacy and segmentation accuracy.
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