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Abstract. Federated learning enables collaborative knowledge acqui-
sition among clinical institutions while preserving data privacy. How-
ever, feature heterogeneity across institutions can compromise the global
model’s performance and generalization capability. Existing methods of-
ten adjust aggregation weights dynamically to improve the global model’s
generalization but rely heavily on the local models’ performance or re-
liability, excluding an explicit measure of the generalization gap aris-
ing from deploying the global model across varied local datasets. To
address this issue, we propose FedEvi, a method that adjusts the ag-
gregation weights based on the generalization gap between the global
model and each local dataset and the reliability of local models. We
utilize a Dirichlet-based evidential model to disentangle the uncertainty
representation of each local model and the global model into epistemic
uncertainty and aleatoric uncertainty. Then, we quantify the global gen-
eralization gap using the epistemic uncertainty of the global model and
assess the reliability of each local model using its aleatoric uncertainty.
Afterward, we design aggregation weights using the global generalization
gap and local reliability. Comprehensive experimentation reveals that
FedEvi consistently surpasses 12 state-of-the-art methods across three
real-world multi-center medical image segmentation tasks, demonstrat-
ing the effectiveness of FedEvi in bolstering the generalization capacity
of the global model in heterogeneous federated scenarios. The code will
be available at https://github.com/JiayiChen815/FedEvi.

Keywords: Federated learning · Uncertainty estimation · Medical im-
age segmentation
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1 Introduction

Federated learning (FL) holds the promise of collaborative learning across mul-
tiple clinical institutions (i.e., clients) to develop a unified global model on a
server through model aggregation while preserving the data privacy of each
client [22,33]. However, inevitable variations in scanner vendors, imaging pro-
tocols, and other factors usually result in divergent data distributions across
clients. This divergence, arguably, undermines the generalization capability of
the global model in real-world federated applications of medicine [10,37,20].

Existing mitigation strategies for such distribution shifts mainly fall into
two categories, namely, regularization-based and aggregation-based methods.
Regularization-based methods aim to soften the impact of local training
drift by constraining parameter differences [14], feature embeddings [32,35], flat-
ness of loss landscapes [24], or prediction consistency [8,18]. However, these meth-
ods employ fixed aggregation weights when forming the global model from local
ones [38], potentially ignoring the contribution of clients with significantly het-
erogeneous data [10]. This oversight, unfortunately, weakens the global model’s
generalization capability. To address this issue, aggregation-based methods
dynamically adjust aggregation weights based on client contribution estima-
tion [10], performance of proxy or validation dataset [16,19,39], performance
enhancement through aggregation [38], parameter divergence [25], model affin-
ity [5], or local uncertainty estimation [34]. These methods predominantly de-
rive aggregation weights solely from local performance metrics [10,16,38,39], ex-
cluding the explicit quantification of the generalization gap that emerges when
deploying the global model across heterogeneous local datasets. This oversight
renders them somewhat incapable of addressing the challenges posed by het-
erogeneous FL scenarios. Moreover, data complexity variations across different
clients tend to affect the reliability of locally trained models, a factor vital in the
design of aggregation weights. Although FedUAA [34] utilized the confidence
of local model predictions to devise an uncertainty-aware weight aggregation
strategy, it fails to distinguish between epistemic uncertainty and aleatoric un-
certainty, making it challenging to directly measure the reliability of the local
model on its local dataset.

In this paper, we propose a novel method, termed FedEvi, to adjust aggrega-
tion weights by considering not only the generalization gap between the global
model and local datasets but also the reliability of local models. FedEvi has
three key components: a Dirichlet-based evidential model, an evidential weight
aggregation strategy, and an evidential model training scheme. It leverages a
Dirichlet-based evidential model to separate overall uncertainty into epistemic
and aleatoric uncertainties. With the evidential weight aggregation strategy, we
first establish a surrogate global model derived from trained local models and
previous aggregation weights. Then, we quantify the generalization gap by the
epistemic uncertainty within the surrogate global model on local datasets. Next,
we measure the local reliability by assessing aleatoric uncertainty in local models.
FedEvi, therefore, increases the aggregation weights of the clients characterized
by substantial generalization gaps in the global model and high reliability in
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Fig. 1. Illustration of FedEvi. (a) Framework of FedEvi. (b) Evidential weight aggre-
gation strategy. It dynamically adjusts aggregation weights based on both the global
generalization gap G(Dval

k , θ̂) and local reliability R(Dval
k ,θk).

their local models. Furthermore, FedEvi integrates a regularization loss to en-
hance local reliability.

The main contributions are three-fold. (1) We employ a Dirichlet-based ev-
idential model to disentangle overall uncertainty into epistemic and aleatoric
components, providing a detailed uncertainty representation. (2) We propose
FedEvi, a novel aggregation-based FL method, based on global generalization
gap and local reliability. The global generalization gap is measured by epistemic
uncertainty within the surrogate global model, while the local reliability is as-
sessed via aleatoric uncertainty within local models. (3) FedEvi outperforms 12
SOTA methods on three real multi-center medical image segmentation datasets.

2 Methodology

2.1 Overview

As depicted in Fig. 1, we consider the FL framework that involvesK local models
{θk}Kk=1 on clients and a global model θ on the server. The k-th client maintains a
local dataset Dk = {(xi,yi)}

Nk
i=1, where Nk = |Dk| is the total number of samples

in the k-th client. FedEvi comprises three key components: (1) a Dirichlet-based
evidential model for decoupling total uncertainty into epistemic uncertainty and
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aleatoric uncertainty (Sec. 2.2); (2) an evidential weight aggregation strategy
(Sec. 2.3) involving both global generalization and local reliability; and (3) an
evidential model training scheme (Sec. 2.4) to improve local reliability. FedEvi
conducts R federated rounds, each comprising E epochs of local training. The
algorithm of FedEvi is presented in Alg. A1. We now delve into its details.

2.2 Decoupled Uncertainty in Dirichlet-based Evidential Model

In the C-class segmentation task, given a sample x, the segmentation model f
parameterized with θ maps x into C-dimensional logits f(θ,x) for each pixel.
Dirichlet-based evidential model treats the categorical prediction ρ as a ran-
dom variable following a Dirichlet distribution Dir(ρ|α), which allows multiple
potential predictions for a sample and enables a decoupled representation of
uncertainty. The probability density function of ρ [21,36] is formulated as:

p(ρ|x,θ) = Dir(ρ,α) =


Γ (

∑C
c=1 αc)∏C

c=1 Γ (αc)

C∏
c=1

ραc−1
c , (

C∑
c=1

ρc=1 and 0<ρc<1)

0 , (otherwise)

(1)

where Γ (·) denotes the Gamma function and α is the parameter of the Dirichlet
distribution for sample x. The Dirichlet paramter α can be expressed as α =
e + 1 = A(f(θ,x)) + 1, where e is the evidence quantifiing the support for
model predictions [27]. A(·) denotes a non-negative activation and we utilized
the exponential activation exp(·) in experiments.

Therefore, the expected probability of class c can be denoted as:

P (y = c|x,θ) =
∫
p(y = c|ρ) · p(ρ|x,θ) dρ =

αc∑C
j=1 αj

= ρc. (2)

The total uncertainty Utotal(x,θ) is quantified as the Shannon entropy H(·) of
the expected probability P (y|x,θ) [21,28], which can be decoupled into epistemic
uncertainty Uepi(x,θ) and aleatoric uncertainty Uale(x,θ) [6], as follows:

H[P (y|x,θ)]︸ ︷︷ ︸
Utotal

= I[y,ρ|x,θ]︸ ︷︷ ︸
Uepi

+Ep(ρ|x,θ)[H[P (y|ρ)]︸ ︷︷ ︸
Uale

, (3)

Uepi(x,θ) =

C∑
c=1

ρc[ψ(αc + 1)− ψ(

C∑
j=1

αj + 1)] +

C∑
c=1

ρc log ρc, (4)

Uale(x,θ) =

C∑
c=1

ρc[ψ(

C∑
j=1

αj + 1)− ψ(αc + 1)], (5)

where ψ(·) is the digamma function.
Epistemic uncertainty captures a model’s limited knowledge about data due

to distribution shifts [4,36]. Thus, high epistemic uncertainty within the global
model indicates a large generalization gap between it and local datasets. Aleatoric
uncertainty evaluates the inherent data complexity and model reliability. There-
fore, low aleatoric uncertainty in local models reflects high local reliability.
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2.3 Evidential Weight Aggregation

Generalization Gap of Surrogate Global Model. In the r-th federated
round, we obtain K trained local models {θr

k}Kk=1. Given the aggregation weights
{βr−1

k }Kk=1 in the previous round, the surrogate global model is calculated as θ̂r =∑K
k=1 β

r−1
k θr

k. We then utilize epistemic uncertainty (Eq. 4) within the surrogate
global model on each local validation dataset Dval

k to quantify the generalization
gap between the surrogate global model and local dataset as follows:

G(Dval
k , θ̂r) =

1

Nval
k

Nval
k∑

i=1

Uepi(xi, θ̂
r), (xi ∈ Dval

k ), (6)

Reliability of Local Model. We assessed the reliability of the trained local
model θr

k by calculating the average reciprocal of aleatoric uncertainty (Eq. 5)
on the local validation set Dval

k , formulated as follows:

R(Dval
k ,θr

k) =
1

Nval
k

Nval
k∑

i=1

1

Uale(xi,θ
r
k)
, (xi ∈ Dval

k ). (7)

Aggregation Weight. In heterogeneous FL, the server should increase aggre-
gation weights for clients where the global model exhibits inadequate generaliza-
tion. Simultaneously, the adjustment necessitates careful consideration of local
reliability to ensure the robustness of the global model. Hence, given the esti-
mated generalization gap of the surrogate global model and the reliability of
local models, FedEvi adjusts the aggregation weight as follows:

βr
k = βr−1

k + δ ·G(Dval
k , θ̂r) ·R(Dval

k ,θr
k) (8)

where δ denotes the magnitude of weight adjustment. Noteably, we set β0
k =

Nk∑K
k=1 Nk

. Subsequently, the aggregation weight is normalized as βr
k =

βr
k∑K

k=1 βr
k

.

2.4 Evidential Model Training (EMT)

The loss function of FedEvi comprises two terms, i.e., the target loss Ldice for
segmentation and the regularization loss Lreg to enhance local reliability. Specif-
ically, we followed [13] to employ the Bayes risk of Dice loss as the target loss,
formulated as follows:

Ldice(θk,Dtrain
k ) =

∫
(1− 2

C

C∑
c=1

|yc · ρc|
|y2

c |+ |ρ2
c |
) · p(ρ|x,θk) dρ. (9)

To enhance local reliability, we mitigate the evidence e of incorrect predictions by
reducing the corresponding Dirichlet parameter α̃ to its minimum 1 as follows:

Lreg(θk,Dtrain
k ) = KL[Dir(ρ|α̃)∥Dir(ρ|1)], (10)

where α̃ = y + (1− y)⊙α and KL(·) denotes the KL divergence [11].
The overall loss function for the k-th client is:

L(θk,Dtrain
k ) = Ldice(θk,Dtrain

k ) + λ · Lreg(θk,Dtrain
k ). (11)
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3 Experiments

3.1 Experimental Settings

Datasets and Evaluation Metrics. We evaluated FedEvi on three real-world
multi-center medical image segmentation datasets. (1) The endoscopic polyp
dataset is collected from 4 centers [9,29,31,2] for polyp segmentation. (2) The
prostate MRI dataset is gathered from 6 medical centers [17,3,12] for prostate
segmentation. (3) The retinal fundus dataset is sourced from 6 centers [30,7,23,1]
for joint segmentation of the optic disc and optic cup. Each center was treated as
a local client, and the data was partitioned randomly into training, validation,
and test sets with a ratio of 70%/10%/20% at the patient level for each client.
All images were resized to the resolution of 384× 384 pixels following [18]. De-
tails of these datasets including data sources and sample sizes are summarized
in Tab. A5. We employed the Dice coefficient (Dice) and the 95% Hausdorff
Distance (HD95) to evaluate segmentation results quantitatively.
Implemental Details. We utilized 2D U-Net [26] as the backbone follow-
ing [10,18] and employed random flipping for data augmentation. We trained
local models using the Adam optimizer with a learning rate of 1e−3, betas of
(0.9, 0.99), and a weight decay of 1e−5. We conducted T = 200 federated rounds,
with the local training epochs set to E = 2. The weight adjustment magnitude
δ is defaulted to 1.0 across all three datasets. Meanwhile, the trade-off weight λ
is configured to 1e−2 for both endoscopic polyp and prostate MRI datasets and
1e−5 for the retinal fundus dataset. Each experiment was run three times with
different random seeds, and the average results were reported.
Comparison Methods. We compared our FedEvi against 12 state-of-the-art
FL methods, including: (1) the baseline FedAvg (AISTATS17) [22], (2) five
regularization-based methods: FedProx (MLSys20) [14], FedDG (CVPR21) [18],
FedProto (AAAI22) [32], FedSAM (ICML22) [24], and FedBR (ICLR23) [8], and
(3) six aggregation-based methods: FedBN (ICLR21) [15], FedLAW (ICML23)
[16], FedCE (CVPR23) [10], FedGA (CVPR23) [38], L-DAWA (ICCV23) [25],
and FedUAA (MICCAI23) [34].

3.2 Comparison with SOTA Methods

The results for endoscopic polyp, prostate MRI, and retinal fundus segmenta-
tion are summarized in Tab. 1, Tab. 2, and Tab. 3, respectively. We can see
that across all three datasets, both regularization-based and aggregation-based
methods exhibited improvements in average performance compared to FedAvg.
Compared with these methods, FedEvi achieved higher average performance and
obtained improvement on most clients in terms of Dice and HD95 metrics for
prostate MRI segmentation. This benefits from the consideration of both the
global generalization gap and local reliability. For endoscopic polyp segmenta-
tion, FedEvi improved the average Dice by 9.81% and 3.68% and reduced the
average HD95 by 16.31 and 8.1 pixels compared to the baseline FedAvg and the
second-best method FedUAA, respectively. Visualization comparisons for these
three datasets are provided in Fig. A1, Fig. A2, and Fig. A3, respectively.
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Table 1. Performance comparison of FedEvi and 12 competing methods for endoscopic
polyp segmentation. For each evaluation metric, we present the performance of each
client Ck (k ∈ [4]), along with the average performance (Avg) and the standard devia-
tion (Std) across clients. The best results are highlighted in bold.

Method Dice (%) HD95
C1 C2 C3 C4 Avg↑ Std↓ C1 C2 C3 C4 Avg↓ Std↓

FedAvg [22] 85.02 62.35 71.06 88.92 76.84 12.46 38.54 51.22 49.99 20.73 40.12 14.50
FedProx [14] 84.94 68.34 72.06 87.00 78.08 9.27 37.27 44.00 49.56 23.51 38.58 11.33
FedDG [18] 85.44 68.74 73.77 88.66 79.15 9.52 37.51 44.11 47.86 21.68 37.79 11.67
FedProto [32] 85.45 64.58 71.56 88.36 77.49 11.36 38.22 54.26 48.60 21.06 40.53 15.08
FedSAM [24] 85.49 68.48 73.31 88.86 79.04 9.80 37.97 44.10 44.50 20.49 36.77 11.53
FedBR [8] 85.23 66.06 71.65 88.20 77.78 10.67 38.22 52.13 49.00 21.61 40.24 13.91
FedBN [15] 85.66 74.41 76.17 90.44 81.67 7.67 38.71 41.20 42.38 17.32 34.90 13.39
FedLAW [16] 83.26 63.89 71.85 88.92 76.98 11.31 42.23 54.02 48.68 20.78 41.43 14.87
FedCE [10] 85.11 75.79 76.76 90.19 81.96 6.91 37.40 31.89 40.63 18.63 32.14 10.01
FedGA [38] 82.55 83.17 67.54 90.44 80.93 9.63 41.33 25.27 55.97 17.87 35.11 17.03
L-DAWA [25] 78.80 66.56 68.00 85.52 74.72 9.14 48.92 43.99 57.12 27.22 44.31 13.07
FedUAA [34] 85.20 79.97 76.46 90.24 82.97 6.26 37.86 30.63 40.53 18.63 31.91 11.08
FedEvi (Ours) 85.73 87.92 81.11 91.83 86.65 4.51 36.12 11.88 31.79 15.44 23.81 11.98

Table 2. Performance comparison of FedEvi and 12 competing methods for prostate
MRI segmentation. The best results are highlighted in bold.

Method Dice (%) HD95
C1 C2 C3 C4 C5 C6 Avg↑ Std↓ C1 C2 C3 C4 C5 C6 Avg↓ Std↓

FedAvg [22] 80.25 88.26 90.69 83.16 87.07 85.17 85.77 3.83 16.12 9.64 5.80 14.06 10.17 8.60 10.73 3.80
FedProx [14] 84.80 88.33 90.67 85.03 88.02 84.91 86.96 2.48 11.04 9.59 5.87 12.74 8.94 9.11 9.55 2.37
FedDG [18] 86.71 88.01 89.31 84.74 86.56 83.60 86.49 2.13 10.34 9.97 6.74 12.78 10.39 11.39 10.27 2.13
FedProto [32] 85.35 87.73 89.86 85.94 87.94 85.10 86.99 1.98 12.10 10.05 6.05 12.76 8.87 9.23 9.84 2.61
FedSAM [24] 83.01 88.40 90.19 82.10 88.01 84.86 86.09 3.37 13.33 9.65 5.98 15.27 9.11 9.24 10.43 3.37
FedBR [8] 86.08 88.47 91.03 83.50 88.30 82.31 86.62 3.34 11.67 9.63 6.25 14.58 9.24 10.32 10.28 2.82
FedBN [15] 83.06 88.43 91.00 87.72 87.77 82.51 86.75 3.35 15.81 9.77 5.63 10.65 9.59 12.09 10.59 3.44
FedLAW [16] 84.43 88.38 91.10 84.41 87.09 84.95 86.73 2.71 13.05 9.74 5.49 13.02 9.89 8.97 10.03 2.94
FedCE [10] 83.31 88.71 91.55 84.18 88.40 82.71 86.48 3.89 12.95 9.32 5.35 13.90 8.56 11.79 10.31 3.50
FedGA [38] 85.84 87.86 89.91 81.26 84.93 83.61 85.57 3.16 11.59 10.29 6.64 16.36 11.77 11.85 11.42 3.26
L-DAWA [25] 83.94 87.79 89.66 79.92 87.03 86.55 85.82 3.46 13.34 10.07 6.95 18.26 9.93 8.64 11.20 4.12
FedUAA [34] 85.53 88.77 91.24 82.28 88.15 84.10 86.68 3.35 11.95 9.25 5.46 15.95 8.77 9.31 10.12 3.57
FedEvi (Ours) 87.09 88.52 90.23 88.40 89.11 85.25 88.10 1.80 9.61 9.39 6.02 10.01 7.65 8.35 8.51 1.51

Table 3. Performance comparison of FedEvi and 12 competing methods for retinal
fundus segmentation. The best results are highlighted in bold.

Method Dice (%) HD95
C1 C2 C3 C4 C5 C6 Avg↑ Std↓ C1 C2 C3 C4 C5 C6 Avg↓ Std↓

FedAvg [22] 88.23 73.57 90.60 92.03 90.84 92.21 87.91 7.19 27.38 33.92 8.84 6.14 7.11 5.34 14.79 12.58
FedProx [14] 91.48 77.79 90.85 92.10 91.02 92.29 89.25 5.66 16.61 27.28 8.53 5.96 7.09 5.29 11.79 8.80
FedDG [18] 91.33 82.91 91.33 92.24 90.09 91.60 89.92 3.52 21.06 17.79 8.55 5.90 7.71 5.87 11.15 6.59
FedProto [32] 87.73 73.05 91.11 92.25 90.66 91.97 87.79 7.42 28.35 33.85 8.22 5.56 7.29 5.56 14.80 13.01
FedSAM [24] 89.51 75.87 91.01 92.36 90.70 91.76 88.54 6.30 20.96 27.54 8.28 5.54 7.04 5.44 12.47 9.55
FedBR [8] 87.09 74.17 90.00 89.36 89.03 91.74 86.90 6.47 24.35 30.72 9.70 10.53 9.18 5.87 15.06 10.14
FedBN [15] 89.35 82.99 92.10 92.17 89.36 91.94 89.65 3.62 21.45 18.52 7.42 5.62 9.94 5.52 11.41 7.33
FedLAW [16] 91.09 80.12 91.24 91.50 90.51 91.83 89.38 4.56 17.05 20.33 8.53 7.47 7.20 5.62 11.03 6.15
FedCE [10] 88.50 74.93 90.85 92.48 90.97 91.84 88.26 6.68 25.43 27.56 9.23 5.57 7.11 5.50 13.40 10.41
FedGA [38] 89.20 81.94 89.92 89.78 89.08 91.67 88.60 3.42 22.42 19.45 9.05 7.97 7.46 5.64 12.00 7.16
L-DAWA [25] 90.85 79.33 90.14 91.33 91.03 92.06 89.12 4.84 20.37 21.10 9.83 6.94 7.21 5.43 11.81 7.09
FedUAA [34] 92.54 79.99 90.51 91.83 90.67 92.37 89.65 4.81 13.59 20.59 8.96 6.24 6.84 5.10 10.22 6.02
FedEvi (Ours) 93.30 87.44 90.32 90.83 89.76 92.48 90.69 2.09 11.21 11.62 8.98 6.62 6.89 5.23 8.43 2.64
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Table 4. Ablation study of components. Excluding all components refers to FedAvg.

Component Endoscopic Polyp Segmentation Prostate MRI Segmentation
EMT G(Dval

k , θ̂) R(Dval
k ,θk) C1 C2 C3 C4 Avg↑ Std↓ C1 C2 C3 C4 C5 C6 Avg↑ Std↓

✗ ✗ ✗ 85.02 62.35 71.06 88.92 76.84 12.46 80.25 88.26 90.69 83.16 87.07 85.17 85.77 3.83
✓ ✗ ✗ 84.83 68.04 72.45 89.07 78.60 9.99 85.15 88.37 90.46 84.00 88.38 83.76 86.69 2.84
✓ ✓ ✗ 85.94 83.89 80.24 90.53 85.15 4.32 87.10 88.48 90.86 84.80 89.41 85.23 87.65 2.40
✓ ✗ ✓ 83.59 84.93 80.34 91.95 85.20 4.95 84.55 88.38 90.28 84.90 89.70 84.52 87.06 2.78
✓ ✓ ✓ 85.73 87.92 81.11 91.83 86.65 4.51 87.09 88.52 90.23 88.40 89.11 85.25 88.10 1.80

Table 5. Ablation study on initial aggregation weight β0
k.

β0
k

Endoscopic Polyp Segmentation (Dice) Prostate MRI Segmentation (Dice)
C1 C2 C3 C4 Avg↑ Std↓ C1 C2 C3 C4 C5 C6 Avg↑ Std↓

Best Competitor 85.20 79.97 76.46 90.24 82.97 6.26 85.35 87.73 89.86 85.94 87.94 85.10 86.99 1.98
#Client-Aware 85.53 84.06 80.93 91.41 85.48 4.46 86.14 88.59 90.58 86.11 88.80 84.55 87.46 2.37
#Sample-Aware 85.73 87.92 81.11 91.83 86.65 4.51 87.09 88.52 90.23 88.40 89.11 85.25 88.10 1.80

3.3 Ablation Study

Effect of Components. We analyzed the effect of each component in Tab. 4.
‘EMT’ denotes training with both Dice loss Ldice and regularization loss Lreg.
Building upon FedAvg (row 1), integrating Lreg into local training (row 2) miti-
gates incorrect evidence and enhances local reliability, leading to performance im-
provements of 1.76% and 0.92% for endoscopic polyp segmentation and prostate
MRI segmentation, respectively. Additionally, adjusting aggregation weights by
jointly considering the global generalization gap and local reliability yielded su-
perior performance compared to considering each factor individually.
Effect of Initial Aggregation Weight β0

k. We compared two initial ag-
gregation weights β0

k: #Client-Aware assigns uniform weights (β0
k = 1

K ) for
clients, while #Sample-Aware allocates weights according to local dataset size
(β0

k = Nk∑K
k=1 Nk

). In Tab. 5, both settings of β0
k surpassed the Best Competitor in

terms of average performance and standard deviation, indicating the efficacy and
robustness of FedEvi. Furthermore, as #Sample-Aware outperformed #Client-
Aware, we adopted the #Sample-Aware strategy in experiments.
Effect of Weight Adjustment Magnitude δ. We identified the optimal
weight adjustment magnitude δ for the endoscopic polyp dataset from the can-
didate set of δ = {0.25, 0.5, 1.0, 1.25, 1.5}. As depicted in Fig. 2, the peak per-
formance was attained at δ = 1.0.

0.25 0.5 1.0 1.25 1.5
Weight adjustment magnitude 

85.0

85.5

86.0

86.5

87.0

D
ic

e 
(%

)

85.65
86.03

86.65

86.11 86.10

Fig. 2. Effect of hyperparameter δ.

0.001 0.005 0.01 0.05 0.1
Trade-off weight 

85.0

85.5

86.0

86.5

87.0

D
ic

e 
(%

)

85.49
85.72

86.65

85.58

85.16

Fig. 3. Effect of trade-off weight λ.
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Effect of Trade-Off Weight λ. As illustrated in Fig. 3, we determined the
optimal trade-off weight λ = 1e−2 for the endoscopic polyp dataset from the
candidate set of λ = {1e−3, 5e−3, 1e−2, 5e−2, 1e−1}.

4 Conclusion

We proposed a novel method FedEvi to adjust aggregation weights based on
global generalization gap and local reliability for heterogeneous FL. FedEvi de-
composes uncertainty into epistemic and aleatoric parts using a Dirichlet-based
evidential model. It then adjusts aggregation weights by considering the global
generalization gap via the surrogate global model’s epistemic uncertainty and the
local reliability through local models’ aleatoric uncertainty. Experiment results
demonstrate that FedEvi outperforms other methods on three benchmarks.
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