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Abstract. It is crucial to analyze HE-stained histopathological whole
slide images (WSIs) to classify PD-L1 status for non-small cell lung can-
cer (NSCLC) patients, due to the expensive immunohistochemical exam-
ination performed in practical clinics. Usually, a multiple instance learn-
ing (MIL) framework is applied to resolve the classification problems
of WSIs. However? existing MIL methods cannot perform well in PD-L1
status classification, due to unlearnable instance features and challenging
instances that contain weak visual differences. To address this problem,
we propose a novelty detection based discriminative multiple instance
feature mining method. It contains a trainable instance feature encoder,
learning effective information from the on-hand dataset to reduce the do-
main difference problem, and a novelty detection based instance feature
mining mechanism, selecting typical instances to train the encoder for
mining more discriminative instance features. We evaluate the proposed
method on a private NSCLC PD-L1 dataset and the widely used public
Camelyon16 [1] dataset that is targeted for breast cancer identification.
The experimental results show that the proposed method is not only
effective in predicting the status of NSCLC PD-L1 but also generalized
well in the public data set.

Keywords: Multiple instance learning · Novelty detection · Feature
mining · Histopathological images · Lung cancer.



1 Introduction

Immunotherapy has made significant progress in the treatment of non-small
cell lung cancer (NSCLC) in recent years [2, 5, 7, 8, 16]. Before immunotherapy,
an immunohistochemical (IHC) examination is necessary to determine cancer
biomarkers for patients, such as the status of programmed death ligand 1 (PD-
L1) (positive or negative). However, IHC examination is expensive, increasing
the economic burden on patients. Histopathological imaging stained with hema-
toxylin and eosin (HE-stained) is a routine medical examination for the diagnosis
of lung cancer, and its cost is significantly lower compared to the IHC exami-
nation. Although areas related to PD-L1 cannot be highlighted in HE-stained
images compared to IHC images, information related to PD-L1 is potentially
embedded in them. Thus, it is possible to analyze the HE-stained images to
classify the status of PD-L1, instead of using the expensive IHC examination.

HE-stained histopathological images are whole slide images (WSIs) that con-
tain tens of thousands of pixels in horizontal and vertical directions. Usually, a
multiple instance learning (MIL) framework [4, 14] is applied to solve the WSI
classification problem. A WSI is treated as a bag and divided into a bunch of
smaller image patches, which are called instances. A bag is considered positive
only if it contains at least one positive instance, and negative if it contains no
positive instances. Although current MIL methods have achieved good results in
some WSI classification tasks [11, 12, 18, 20], such as cancer identification, they
cannot perform well on our task.

Current MIL methods for WSI classification mainly focus on aggregating
bag-level features, while neglecting the design of instance-level feature mining
mechanisms. This leads to poor PD-L1 classification results. On the one hand,
they often directly utilize pre-trained networks on pathology image patches to
extract instance features. Due to that instance features are frozen during train-
ing, and domain difference is inevitably involved in MIL. On the other hand,
PD-L1 status information is latently displayed in HE-stained images, and neg-
ative and positive instances have weak visual differences, unlike in the case of
cancer identification, showing visually distinct instances. Thus, in our task, it is
difficult for the network to find typical instances during the training, which is
only supervised by bag labels [3, 13]. To address these problems, we propose a
novelty detection based discriminative multiple instance feature mining method
in this paper.

The proposed method contains an instance feature encoder, consisting of a
frozen pre-trained network followed by a learnable network module. This means
that the instance encoder can learn effective information from the on-hand
dataset, reducing the problem of domain difference. We exploit the fact that
negative bags contain only negative instances to select typical instances to drive
the learnable module to extract more discriminative instance features. Specifi-
cally, all instances in negative bags are treated as normal samples, while possible
positive instances in positive bags are considered novelty targets. Thus, we select
all instances in negative bags as typical negative ones and exploit them to learn a
more compact feature embedding, which has a tighter hypersphere for negative



instance features. Besides, this hypersphere can be exploited to select typical
instances on positive bags, by measuring the distances between the hypersphere
centroid and all instances’ features. On positive bags, typical positive instances
are the ones that are far away from the centroid, while typical negative ones
are those that are near the centroid. Then, the selected typical instance features
are further mined by a contrastive learning loss. Due to the carefully designed
instance feature mining mechanism, more discriminative instance features can
be learned, leading to better results for MIL. The proposed method is evaluated
by using a private NSCLC PD-L1 dataset. Experimental results show that our
method outperforms the existing leading MIL methods. In addition, it is also
validated using a public Camelyon16 [1] data set, which is aimed at identifying
breast cancer and widely used in the MIL literature. It is found that our method
performs equivalently or even better than the state-of-the-art methods on the
public dataset, exhibiting good generalization.

The contributions of this paper are summarized as follows: 1) We propose
a method that analyzes HE-stained histopathological images to classify NSCLC
PD-L1 status, aiming to replace the expensive IHC examination. 2) We design a
novelty detection based instance feature mining mechanism that can select typ-
ical instances for mining more discriminative instance features. 3) We demon-
strate that our method is not only effective in predicting NSCLC PD-L1 status
and generalized well for breast cancer identification.

2 Novelty Detection Based Discriminative Multiple
Instance Feature Mining

2.1 Overview of the Proposed Method

Fig. 1 provides an overview of the proposed method. Given that there are total
N WSIs, in MIL, any input WSI, denoted as Xi, is considered as a bag of
multiple instances, represented as Xi = {xij}Ni

j=1. xij is the j-th image patch
obtained from the i-th bag by using a pre-processing step to remove background
areas followed by splitting, and Ni gives the number of instances in the i-th
bag. Each bag has a bag-level label, denoted Yi ∈ {0, 1}, indicating that the
bag is positive (i.e. Yi = 1) or negative (i.e. Yi = 0). It should be noted that
instance-level labels are unknown. The goal of MIL is to learn a mappingM(·),
which predicts a label for a given bag Ŷi ← M(Xi). To this end, the popular
solution is to input all instances into an instance feature encoder F(·) to obtain
D-dimensional instance level features zij ∈ RD ← F(xij), and then produce
the corresponding bag-level feature Zi ∈ RD from these instance level features
based on an aggregation step. Finally, a classifier C(·) is trained to predict the
bag-level label Ŷi ← C(Zi). In this paper, the bag-level feature is obtained by
a widely-used attention-based aggregation method [9], which can be expressed
by Zi = 1

Ni

∑Ni

j=1 ajzij , where aj is a learnable scalar weight. These attention
weights together with the classifier parameters are trained by a cross entropy



Fig. 1. Overview of the proposed novelty detection based discriminative multiple in-
stance feature mining method.

loss, whose definition is given by Eq. 1.

Lcls =
1

N

N∑
i=1

[Yi log Ŷi + (1− Yi) log (1− Ŷi)] (1)

Usually, the existing MIL methods directly apply a pre-trained deep network
as the instance feature encoder, and freeze the instance-level features during the
training. Due to the difference between the pre-trained and on-hand datasets,
a domain gap is inevitably introduced into MIL. To address this, we adopt a
partially trainable instance feature encoder, consisting of a frozen pre-trained
network followed by a learnable network module. Compared to a fully trainable
encoder, this design suits the classification task on WSIs. Due to the huge data
of WSIs, GPU memory is too limited to be allocated for a fully trainable en-
coder with a large number of learnable parameters. Besides, more parameters
make the network training hard. Thus, we adopt a partially trainable encoder
whose learnable network module is a fully connected layer. This design leverages
the knowledge embedded in the pre-trained network. In addition, it allows the
encoder to learn information from the on-hand dataset, weakening the effect of
the domain gap. The trainable parameters of the encoder are governed by not
only the classifier loss (Lcls) but also two carefully designed instance feature
mining losses. They are the compact negative instance feature mining loss (Lcn)
and the contrastive learning based instance feature mining loss (Lcl). Both of
them are designed by integrating novelty detection with MIL, and their details
are described in the following two subsections.



2.2 Compact Negative Instance Feature Mining

According to the definition of MIL, negative bags do not contain positive in-
stances. This allows us to safely treat all instances in the negative bag as typical
negative instances to find a better feature embedding for negative instances. An
ideal feature embedding should be compact, which motivates us to exploit a deep
one-class classification method [17] to constrain the features of typical negative
instances inside a smaller hypersphere. This can be formulated as a compact
negative instance feature mining loss Lcn, whose definition is given by Eq. 2.

Lcn =
1

N

N∑
i=1

1[Yi = 0]
1

Ni

Ni∑
j=1

‖zij − µ‖2 (2)

where 1[Yi = 0] is an indicator function, which gives 1 for a negative bag (Yi = 0)
and 0 for a positive bag (Yi = 1), and µ is the hypersphere centroid calculated
from all instance features and updated during training.

It can be seen that the loss function Lcn compresses typical negative instances
into a feature embedding, where all of them are brought closer to each other.
Thus, a compact negative feature mining can be achieved. Besides, this feature
embedding can also be used to select typical instances on positive bags and
motivate us to design the contrastive learning-based instance feature mining,
whose details are described in the next subsection.

2.3 Contrastive Learning Based Instance Feature Mining

The MIL definition also tells us that there are both positive and negative in-
stances on a positive bag. Due to that different instances show similar visual
information for the PD-L1 classification problem, we take advantage of the com-
pact negative instance feature embedding to find typical positive and negative
instances on positive bags. We treat this as a novelty detection problem. Here,
the negative instances are considered normal samples, and positive instances are
novelty targets that should be detected. Remembering that the compact nega-
tive instance feature mining has already taken effect, features of normal samples
(negative instances) should be constrained inside a small hypersphere, and fea-
tures of novelty targets (positive instance) should be located at the boundary
of the hypersphere. Taking advantage of this assumption, we can select typical
positive and negative instances on positive bags by measuring distances between
instance features and the hypersphere centroid. For all instance features on a
positive bag, we calculate the distances between these features and the hyper-
sphere centroid and normalize the distances inside the range from 0 to 1. Typical
instance selection can be formulated as in Eq. 3.{

zij ∈ Ω+
i , if ||zij − µ|| > Tp

zij ∈ Ω−i , if ||zij − µ|| < Tn
(3)

where ||zij − µ|| is the normalized distance between the instance feature zij
and the hypersphere centroid µ, Ω+

i is a set of typical positive instances whose



normalized distance is greater than the threshold value of Tp, and Ω−i is another
set of typical negative instances whose normalized distance is smaller than the
threshold value of Tn. The two threshold values are hyper-parameters determined
in experiments.

After obtaining the two typical instance sets, we exploit contrastive learning
to make features of the two sets to be far away from each other. Inspired from
the InforNCE loss [15], we define the contrastive learning based instance feature
mining loss Lcl as Eq. 4.

Lcl ∝
N∑
i=1

1[Yi = 1]
∑
k∈Ω+

i

∑
j+∈Ω+

i

− log
ecos(zik,zij+ )

ecos(zik,zij+ ) +
∑
j−∈Ω−

i
ecos(zik,zij− )

(4)

where 1[Yi = 1] is an indicator function whose value is 1 for positive bags (Yi = 1)
and 0 for negative bags (Yi = 0), cos(·) is a cosine similarity function.

In summary, the total loss of the proposed method is formulated as Eq. 5

Ltotal = Lcls + αLcn + βLcl (5)

where α and β are hyper-parameters used to balance the various losses.

3 Experiments

3.1 Dataset and Implementation Details

Datasets and Preprocessing. The proposed method was evaluated using
two datasets: 1) The PD-L1 dataset is used to predict the status of PD-L1
from histopathology images stained with HE in lung cancer. It consists of 401
lung cancer HE-stained pathology images, with 191 negative and 210 positive.
2) Camelyon16 [1] is a publicly available dataset for detecting breast cancer
metastasis. It includes 270 training images and 129 test images. The WSIs in
both the PD-L1 dataset and the Camelyon16 [1] dataset are divided into image
patches by applying a sliding window at 20× magnification level. In the PD-L1
dataset, the patch size is 1792×1792, resulting in a total of 0.16 million patches.
The Camelyon16 [1] dataset consists of patches of size 512 × 512, totaling 3.85
million patches. During this process, patches that have a foreground area of less
than 10% after binarization will be discarded as background.

Evaluation Protocol. The data in the PD-L1 dataset is divided into three
sets: training, validation, and test, with a ratio of 4:1:1. For Camelyon16 [1],
the model was trained using 80% of the training images for the training set and
20% for the validation set, with testing conducted on the official test set. The
proposed model was evaluated based on the average results obtained from five
random dataset partitions. We utilize five metrics to evaluate the classification
performance of the model: the area under the receiver operating characteristic
curve (AUC), accuracy (ACC), sensitivity (SE), specificity (SP), and F1 Score
(F1).



Fig. 2. (a) HE-stained images with limited visual information regarding PD-L1 ex-
pression. (b) IHC slides with the annotation of cancerous areas. The cells stained in a
brownish-yellow color within the annotated regions exhibit PD-L1 positive expression.
(c) The attention maps generated by the baseline method indicate dispersed attention.
(d) The attention maps of the proposed method show focused attention on annotated
regions. The color red indicates areas of high attention, while blue indicates low.

Table 1. Ablation study of the proposed method with different losses.

Methods Losses PD-L1 dataset Camelyon16 [1] dataset
Lcls Lcn Lcl AUC ACC SE SP F1 AUC ACC SE SP F1

baseline X 0.668 0.621 0.949 0.252 0.727 0.894 0.881 0.727 0.975 0.820
method-a X X 0.708 0.685 0.857 0.490 0.744 0.925 0.898 0.767 0.978 0.850
method-b X X X 0.724 0.691 0.840 0.523 0.742 0.947 0.923 0.820 0.985 0.889

Experimental Setup. To extract features from image patches, we utilize a
pre-trained encoder. The CTransPath [19] is used for feature extraction in the
PD-L1 dataset. For the Camelyon16 [1] dataset, we use ResNet50 [6] for feature
extraction. For implementation details, the entire framework is implemented
by Python 3.10.9 and Pytorch 2.1.0 on NVIDIA TITAN RTX. The network is
initialized randomly and directly trained by using an Adam [10] optimizer with
a learning rate of 0.0001. An early stopping strategy is employed to prevent
overfitting. The training process is stopped if the loss in the validation set does
not decrease for 20 consecutive epochs. Due to the varying number of instances
obtained in each bag, the minibatch size is set to 1. The hyperparameters α = 2,
β = 0.1, Tp = 0.7, Tn = 0.2.

3.2 Ablation Study

To demonstrate the proposed method’s effectiveness, we perform the ablation
study. Table 1 presents the classification results of different methods on the
PD-L1 dataset and the Camelyon16 [1] dataset. The baseline method refers to



Table 2. Comparison of the proposed method with other advanced methods on PD-L1
and Camelyon16 [1] dataset.

Methods
Datasets

PD-L1 dataset Camelyon16 [1] dataset
AUC ACC F1 AUC ACC F1

MEAN_POOLING 0.544 0.549 0.556 0.661 0.664 0.571
MAX_POOLING 0.536 0.552 0.695 0.858 0.823 0.794

ABMIL [9] 0.633 0.606 0.711 0.878 0.888 0.834
CLAM [12] 0.668 0.621 0.727 0.894 0.881 0.820
DSMIL [11] 0.646 0.652 0.653 0.917 0.899 -

TransMIL [18] 0.591 0.567 0.695 0.931 0.884 -
DTFD-MIL [20] 0.649 0.646 0.721 0.946 0.908 0.882

Proposed 0.724 0.691 0.742 0.947 0.923 0.889

the basic MIL approach supervised with cross-entropy loss. In this paper, the
CLAM method is employed, it is worth noting that other MIL methods can
be freely used. In method-a, a compact negative instance feature mining loss
is applied to the negative bags in addition to the baseline method. Method-b
includes both the compact negative instance feature mining loss for negative
bags and the contrastive learning based instance feature mining loss for typical
negative and positive instances within positive bags. The results demonstrate
that the proposed method significantly improves the classification capability of
the model on both datasets. The proposed method achieved a 5.6% increase
in the AUC metric compared to the baseline on the PD-L1 dataset. In the
baseline method, the network tends to classify the majority of images as positive,
resulting in a high SE score but a deficient SP score. Our method obtains more
discriminative instance features to assist the network in classification, improving
its classification ability for different classes of images. As a result, we achieve
a more balanced SE and SP score, leading to a slight decrease in the SE score
while significantly improving the SP score. The attention visualization results of
the model on the PD-L1 dataset are shown in Fig. 2. In the IHC image, cells
stained brownish-yellow in the cancerous area (marked with blue circles) exhibit
positive expression of PD-L1. This staining effectively expresses the presence of
PD-L1 information. In the visualization results, we can observe that trained on
HE-stained images, the baseline method fails to identify the area of interest, and
its attention is scattered. In contrast, our proposed method is more focused and
accurate.

3.3 Comparison with Other Advanced Methods

The experimental results in Table 2 verify the effectiveness of the proposed
method. We compare the proposed method with other advanced methods, in-
cluding deep models that use traditional MIL pooling operators such as max-
pooling and mean-pooling, as well as recent deep MIL models [9, 11, 12, 18, 20],
for the task of WSI classification. ABMIL [9] suggests the use of attention for



the aggregation of features. CLAM [12] proposes the addition of an instance pre-
diction branch based on attention aggregation. DSMIL [11] suggests the design
of a special MIL after self-supervised training of the feature extraction network.
TransMIL [18] employs the Transformer architecture to aggregate instance fea-
tures. DTFD-MIL [20] proposes a double-tier MIL training mechanism. These
methods mainly focus on designing MIL aggregation strategies, overlooking in-
formation mining in HE images, which limits their ability to effectively express
latent PD-L1-related expression. The proposed method outperforms the other
methods in terms of the AUC, ACC, and F1 Score metrics. The AUC metric
is independent of the threshold. The higher AUC reflects that the proposed
method trains the model with better classification ability. The experimental re-
sults demonstrate that the proposed method effectively extracts PD-L1-related
information from HE-stained images, resulting in discriminative features and
improved classification performance.

4 Conclusion

This paper proposes a discriminative multiple instance feature mining method
based on novelty detection to extract PD-L1-related information from HE-stained
histopathological images. The mechanism that can select typical instances for
mining more discriminative instance features. The experimental results confirm
that the proposed method achieves a significant classification performance.
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