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Abstract. Medical records often consist of di↵erent modalities, such as
images, text, and tabular information. Integrating all modalities o↵ers
a holistic view of a patient’s condition, while analyzing them longitudi-
nally provides a better understanding of disease progression. However,
real-world longitudinal medical records present challenges: 1) patients
may lack some or all of the data for a specific timepoint, and 2) cer-
tain modalities or views might be absent for all patients during a par-
ticular period. In this work, we introduce a unified model for longitu-
dinal multi-modal multi-view prediction with missingness. Our method
allows as many timepoints as desired for input, and aims to leverage
all available data, regardless of their availability. We conduct extensive
experiments on the knee osteoarthritis dataset from the Osteoarthri-
tis Initiative (OAI) for pain and Kellgren-Lawrence grade (KLG) pre-
diction at a future timepoint. We demonstrate the e↵ectiveness of our
method by comparing results from our unified model to specific mod-
els that use the same modality and view combinations during training
and evaluation. We also show the benefit of having extended temporal
data and provide post-hoc analysis for a deeper understanding of each
modality/view’s importance for di↵erent tasks. Our code can be found
at https://github.com/uncbiag/UniLMMV.

1 Introduction

In recent years, deep learning methods have revolutionized various domains,
particularly in computer vision and natural language processing, owing to the
accessibility of expansive datasets. The surge in available data has also cat-
alyzed remarkable advances in medical data analysis [11,17], including image seg-
mentation, registration, and prediction [4]. However, analyzing medical records
presents both opportunities and challenges. These records are often rich in
modalities and views, spanning from demographic information to images of var-
ious regions and doctor’s notes, that can provide multifaceted disease insights.
However, they also pose challenges, ranging from the di�culty of acquiring all
data to tracking patients over extended time periods.

Multi-modal models have demonstrated remarkable e�cacy using natural
language, images, audio, etc. [8,24]. However, many existing approaches assume

? Corresponding author: bqchen@cs.unc.edu

https://github.com/uncbiag/UniLMMV


2 B. Chen et al.

the simultaneous availability of all modalities during training and testing, which
is not always realistic for medical records. Although strategies such as missing
record synthesis [16,20] have been explored to tackle this problem, few can handle
large numbers of modalities or data captured from di↵erent patient regions.
Moreover, these approaches require imputation, which is challenging by itself.

Longitudinal data often exists in medical applications, and the patient’s his-
torical trajectory holds invaluable clues for present diagnoses and future predic-
tions. Many studies [2,22] use longitudinal data, but the issue of missingness,
particularly in the context of longitudinal data and across multiple modalities
or views, remains a substantial challenge.

In this work, we propose a novel and unified method to tackle the aforemen-
tioned challenges whilst bypassing the need for missing data imputation. The
main contributions of our work are as follows:

1. We propose a unified model for longitudinal multi-modal multi-view predic-
tion, o↵ering flexibility in both the number of inputs and timepoints.

2. We evaluate our approach on WOMAC pain [23] and KLG [13] prediction for
osteoarthritis, where we elucidate the benefits of utilizing diverse modalities,
views, and multiple timepoints.

3. We demonstrate the generality of our unified model, which can handle dif-
ferent input combinations during evaluation.

4. We conduct post-hoc analyses to assess the significance of each modality and
view for di↵erent tasks.

2 Related Works

Medical records frequently encounter the issue of incompleteness, which can
be categorized into missing at random (MAR), missing completely at random
(MCAR), or missing not at random (MNAR). For the case of MAR, recent works
have focused on synthesizing the missing data / features [16,20] or learning joint
multi-modal embeddings [18,30], which then allow replacing one modality by
the other. However, these methods are generally limited to data of the same
subject or between a few modalities that can be e↵ectively aligned. For diverse
medical modalities and views, the most naive approach involves either removing
samples with missingness or filling them in with special values. Recent works
have also used a mask indicator to help ignore missing data [19,31], o↵ering a
straightforward yet e↵ective solution. In this work, we extend the masking-based
strategies for complex missing patterns across longitudinal data.

Longitudinal data analysis has been a popular area, especially in the medical
field [2,22]. Historically, many studies [7] have relied on traditional parametric
statistical methods to analyze associations between variables, but they can have
di�culty in capturing high-dimensional data. Recent advances in machine learn-
ing o↵er solutions to this challenge, with various innovative architectures being
proposed. One of the simplest methods is through feature summarization [1],
which aggregates all temporal information either at the input or in the feature
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Fig. 1: Our proposed model consists of an encoder for each modality and view, an
attention block for summarizing the features, and a decoder block that predicts
the result at each timepoint, focusing solely on previous data. [SUM] and [PAD]
are learnable embeddings, where [SUM] outputs the summarized feature of all
inputs, and [PAD] represents the modality or view that is absent for all patients.

space. More sophisticated techniques include applying recurrent models for dis-
ease prediction [5,15]. However, previous works on medical prediction often aim
to produce a single output from a fixed number of inputs. In order to accommo-
date varying numbers of timepoints, we employ a transformer decoder model [25],
enabling prediction at every timepoint, where each prediction depends only on
the preceding inputs.

3 Method

Our work presents a unified model for longitudinal multi-modal multi-view pre-
diction, as shown in Fig. 1. Our novel model design is inspired by the following:
1) we want to process various types of modalities (e.g., tabular, radiography)
and views (e.g., knee, pelvis); thus, we propose utilizing multiple encoders to
represent information stemming from di↵erent modalities and views1; 2) at any
timepoint, there may be completely di↵erent patterns of missingness both within
and between patients; thus, we propose utilizing a masked attention scheme to
discard the missing data; 3) patients may have di↵erent numbers of available
timepoints; thus, we propose a decoder model that can pay attention to various
numbers of timepoints, each of which may consist of a subset of views.

3.1 Feature Extraction

We consider a dataset of multiple patients, which can be observed through multi-
ple views at multiple timepoints. Let xa[i, t] denote the a-th view (a 2 {1, ..., n})
1 For simplicity, we use view to represent both modality and view in the following.
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for the i-th patient at timepoint t. We use a neural network F✓a to extract
features from view a. We use convolutional neural networks for images and a
transformer for tabular data, resulting in a feature vector:

Fa[i, t] = F✓a(xa[i, t]) . (1)

We use n di↵erent encoders for the n di↵erent views. However, the same encoder
is used for di↵erent timepoints of the same view.

3.2 Feature Summarization

To summarize features from various views, we use an attention block on the
extracted features between all views {Fa[i, t]}. We first use a linear layer on the
tabular feature vector to match the feature dimension of the image modalities.
Subsequently, we ensure a uniform number of views by padding with a learn-
able [PAD] embedding. We also include a learnable [SUM] embedding, where its
output serves as the summarized feature representing all views. The feature em-
beddings and their corresponding view embeddings (an embedding representing
which view a feature belongs to) are added. To support a subset of available
views during evaluation, we randomly drop each view 50% of the time during
training of our unified model. For these dropped views, the mask indicator M,
which we introduce below, is set to 0. We apply the attention block on all fea-
tures (see Fig. 1). The attention block includes multiple layers of transformer
self-attention [29] blocks, where Q,K, V represent the query, key, and value.

Given the possibility of missing views in medical records, we incorporate
a mask indicator M 2 Rn⇥n during training, where Mi,j = {0, 1} represents
absence or presence of the view. This allows us to manually assign a very low
attention score � = �1e9 to the missing view [19], which ensures that the sum-
marized feature does not focus on the missing data:

Attention(Q,K, V ) = softmax

✓
QKT

p
dk

· M+ � · (1�M)

◆
V , (2)

where dk is the dimension of the key embedding, Q = WQX, K = WKX,
V = WV X with X the input embedding features and {WQ,WK ,WV } learnable
parameters. The final summarized feature F[SUM ][i, t] is obtained after multiple
layers, each with a combination of multiple heads of the above formula.

3.3 Longitudinally-Aware Prediction

Following the extraction of a summarized feature at each timepoint, our trans-
former decoder block disregards future timepoints [25], and the prediction is
based solely on preceding timepoints:

p(oi,t) = p(oi,t|F[SUM ][i, t]) , (3)
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where oi,t is the output at timepoint t and F[SUM ][i, t] is the set of all
summarized features of patient i with timepoint  t. In scenarios where labels
of certain timepoints are missing, we do not consider these predictions when
calculating the loss. We use a weighted cross-entropy loss that solely considers
instances with available prediction labels:

loss =

(
� 1

m·l�|D|
Pm

i=1

Pl
t=1 1(i,t)/2D · wi,t · yi,t · log(p(oi,t)) , if m · l > |D|

0, otherwise ,
(4)

where m is the number of elements in a mini-batch, l is the total number
of timepoints, D is the set of the ignored samples in the mini-batch, w is the
weight for balancing each class, and y is the given label.

4 Experimental Results

4.1 Dataset

We evaluate our approach using the OAI dataset2, which contains 4, 796 pa-
tients between 45 to 79 years old at the time of recruitment. Each patient is
longitudinally followed for up to 96 months, with separate evaluations for the
left and right knees. Tabular data exists for all patients at every timepoint, but
may contain missing attributes. Image data are less complete. See Appendix A
for the distribution of input image data at di↵erent timepoints.

Our goal is to predict outcomes 24 month ahead, thus our inputs only include
data up to 72 month. We use 6 timepoints for pain prediction and 5 timepoints
for KLG prediction due to the absence of KLG labels at the 60 month timepoint.
We randomly select 50% of the patients for training, 12.5% for validation, and the
remainder for testing. We conduct all experiments 5 times with di↵erent seeds for
training and report the mean ± standard deviation for average precision (AP),
AUC ROC (ROC)3, and macro accuracy (Macro ACC) for combinations between
tabular (T), femoral and tibial cartilage thickness maps (C), knee radiography
(K), and pelvis radiography (P).

We evaluate our method on WOMAC pain and KLG prediction, where the
labels range from 0 ⇠ 20 and 0 ⇠ 4, respectively. For pain prediction, we define
WOMAC< 5 as no pain and the rest as pain, while for KLG prediction, we merge
KLG= 0&1 since osteoarthritis is considered definitive only when KLG� 2 [14].

4.2 Data Preprocessing

Our dataset includes both tabular data and images. All images are resized to
128⇥ 128 for feature extraction with augmentation of randomly rotating up to

2 https://nda.nih.gov/oai/
3 AP and ROC are originally defined for binary classes. For KLG prediction with 4
classes, we use the one-vs-rest scheme.
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Fig. 2: Comparison of average precision scores between view-specific models
and the models obtained via modality dropout from our unified model. The
y-axis represents the combination of di↵erent views, e.g., TCKP represents us-
ing tabular, cartilage thickness maps, knee radiography, and pelvis radiography.

15 degrees and adding Gaussian noise. Data preprocessing details for each view
are described below.
Tabular (T).We filter the tabular attributes from [12] and keep only those that
can be easily captured, leaving us with 17 attributes as detailed in Appendix B.
An additional ‘side’ indicator is added to indicate if the left or the right knee
is used for prediction. We fill in the missing entries with �1 for continuous
attributes and ‘Missing’ for categorical attributes. Subsequently, all categorical
values are encoded into numerical values for the ease of feature extraction.
Cartilage Thickness Maps (C). The femoral and tibial cartilage thickness
maps are not directly available in the OAI dataset. They are extracted from the
DESS MR images through cartilage segmentation, mesh extraction, registration
to a common atlas, and 2D thickness projection as detailed in [10].
Knee Radiography (K). The knee radiographs encompass substantial areas of
the femur and tibia. To extract the joint region, we employ the method proposed
in [28] for keypoint extraction. Then, a region of 140mm⇥ 140mm is extracted.
To mitigate potential noise introduced during image acquisition, we normalize
the radiographs by linearly scaling the intensities such that the smallest 99%
of values map to [0, 0.99]. Additionally, we apply horizontal flipping to all right
knees [3] and add random contrast adjustments.
Pelvis Radiography (P). For pelvis radiographs, we extract a region of 350mm⇥
400mm through center cropping. Similar to the knee radiographs, we apply nor-
malization and contrast adjustments during augmentation. We do not flip images
because the pelvis radiographs show the entire pelvis, including both the left and
right sides.

4.3 Network Training

We use the SAINT model [27] to extract features from tabular data and the
ResNet18 model [9] for image feature extraction. During training, we freeze the
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Views Pain Prediction KLG Prediction
T C K P 72 24 ! 72 0 ! 72 72 24 ! 72 0 ! 72
3 0.282± 0.005 0.309± 0.005 0.321±0.006 0.269±0.002 0.268± 0.003 0.269± 0.002

3 0.270± 0.005 0.276± 0.003 0.280±0.002 0.513± 0.011 0.526± 0.007 0.542±0.006
3 0.289± 0.002 0.304± 0.004 0.307±0.003 0.525± 0.014 0.549± 0.014 0.555±0.014

3 3 0.314± 0.006 0.329± 0.006 0.337±0.006 0.532± 0.019 0.557±0.012 0.556± 0.014
3 3 0.319± 0.004 0.340± 0.003 0.348±0.004 0.531± 0.004 0.553± 0.011 0.555±0.015
3 3 0.280± 0.007 0.311± 0.005 0.321±0.006 0.269± 0.003 0.276± 0.004 0.282±0.005

3 3 0.291± 0.006 0.298± 0.003 0.303±0.002 0.528± 0.018 0.550± 0.021 0.559±0.013
3 3 3 0.325± 0.004 0.337± 0.003 0.342±0.003 0.559± 0.017 0.580± 0.013 0.587±0.015
3 3 3 0.312± 0.006 0.337± 0.005 0.345±0.005 0.532± 0.013 0.567± 0.007 0.576±0.016
3 3 3 0.318± 0.013 0.342± 0.005 0.349±0.004 0.526± 0.013 0.548± 0.021 0.550±0.019

3 3 3 0.290± 0.002 0.300± 0.002 0.305±0.004 0.539± 0.021 0.550± 0.026 0.567±0.021
3 3 3 3 0.322± 0.002 0.333± 0.007 0.339±0.007 0.541± 0.020 0.573± 0.013 0.579±0.015

3 3 3 3 0.327± 0.007 0.342± 0.007 0.346±0.003 0.586± 0.015 0.606±0.014 0.600± 0.012

Table 1: Mean ± STD of the average precision score for pain and KLG prediction
for 96 month given varying numbers of previous timepoints. X ! Y represents
using timepoints starting from month X to month Y . The last row presents
results from our unified model, and all others are from our view-specific model.

first ResNet18 block to avoid overfitting but train all other blocks. We initialize
ResNet18 using the pretrained ImageNet [6] parameters and train the SAINT
model from scratch. Both our attention and decoder blocks use 6 layers of self-
attention, each containing 8 heads. For all experiments, we train for 30 epochs
with a batch size of 256. We use AdamW [21] as the optimizer and the one
cycle scheduler [26] with a maximum learning rate of 1e� 6 for the tabular and
cartilage thickness maps encoders and 1e � 5 for all remaining components for
pain prediction. We increase the learning rate of all image encoders by a factor
of 10 for KLG prediction. The network parameters resulting in the best average
precision scores on the validation set were selected for testing.

4.4 Results

In this section, we show our experimental results by investigating the following:
Can our unified model, trained with all available views, perform on par with

view-specific models during evaluation? To assess the generalizability of our uni-
fied model to fewer views during testing, we excluded up to two views at a time
and compared the results with view-specific models (results for each model can
be found in Appendix C). Fig. 2 and Appendix D show bar chart comparisons.
We observe that our unified model performs on par with view-specific models
while providing the flexibility to use views whenever available. Note that when
cartilage thickness maps are not available, our unified model performs slightly
worse than view-specific models but generally better when they are present (re-
gardless of what other views are missing). In particular, this is the case for KLG
prediction. We hypothesize that this is due to the ease in predicting higher KLG
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Fig. 3: Visualization of the most influential view for pain and KLG prediction.
Left: Percentage of data where the view is deemed the most influential. Right:
Normalized heatmaps showing the most influential view for each class.

(which involves cartilage degradation/thinning) from cartilage thickness maps.
Further insights into this phenomenon are provided below.

Does an extended observation period enhance prediction results? In order to show
the benefit of using longitudinal data, we predict results at the final 96 month
timepoint, varying the number of previous timepoints provided. Tab. 1 shows
that in most cases, it is beneficial to include an increased number of timepoints,
underlining the importance of longitudinal data in improving predictive accu-
racy. However, few exceptions appear for predicting KLG with the inclusion
of tabular data. This can be attributed to the limitations of tabular data in
providing information for KLG, which is scored only based on knee radiographs.

How significant is each view in contributing to our unified model? Having a
unified model allows us to easily determine the most pivotal view. We systemat-
ically exclude one at a time and observe the resulting change in prediction scores
relative to the gold-standard labels. The view whose exclusion led to the worst
performance is then considered the most crucial. Fig. 3a shows that knee radio-
graphy emerged as the primary view for both tasks, followed by knee cartilage
thickness maps. Tabular emerged as being helpful for pain prediction.

Are there patterns between view importance and di↵erent prediction labels? Sim-
ilar to assessing overall view significance, our unified model easily allows us to
assess the view importance stratified by class. Fig. 3b shows this view impor-
tance normalized by the number of instances in each class. We observe that knee
radiography is the pivotal view in predicting non-pain instances, while tabular
data emerged as more influential for instances associated with pain. For KLG
prediction, cartilage thickness maps notably influenced higher grades, whereas
knee images played a crucial role in lower grades. This observation aligns with
the understanding that cartilage thinning becomes increasingly apparent with
higher KLG, a characteristic readily discernible from cartilage thickness maps.
Pelvis radiography emerged as the least impactful view across both experiments.
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5 Conclusion

In this work, we proposed a unified model for longitudinal multi-modal multi-
view prediction with missingness. Our model o↵ers flexibility by accommodating
various modalities, views, and timepoints, while adeptly handling missing data
in the input. Through evaluation on the OAI dataset, we show the advantages of
our unified model being able to generalize to di↵erent view combinations during
evaluation. We also demonstrated the benefit of incorporating longitudinal data.
Further, having a unified model allows us to easily probe and analyze the im-
portance of di↵erent views for di↵erent prediction tasks. Future directions could
include expanding the scope of our model by incorporating additional views. We
also aim to implement an automatic view pruning technique, ensuring optimal
prediction performance with the least number of views acquired.
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