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Abstract. Style transfer is a promising approach to close the sim-to-
real gap in medical endoscopy. Rendering synthetic endoscopic videos by
traversing pre-operative scans (such as MRI or CT) can generate struc-
turally accurate simulations as well as ground truth camera poses and
depth maps. Although image-to-image (I2I) translation models such as
CycleGAN can imitate realistic endoscopic images from these simula-
tions, they are unsuitable for video-to-video synthesis due to the lack of
temporal consistency, resulting in artifacts between frames. We propose
MeshBrush, a neural mesh stylization method to synthesize temporally
consistent videos with differentiable rendering. MeshBrush uses the un-
derlying geometry of patient imaging data while leveraging existing I2I
methods. With learned per-vertex textures, the stylized mesh guarantees
consistency while producing high-fidelity outputs. We demonstrate that
mesh stylization is a promising approach for creating realistic simula-
tions for downstream tasks such as training networks and preoperative
planning. Although our method is tested and designed for ureteroscopy,
its components are transferable to general endoscopic and laparoscopic
procedures. The code will be made public on GitHub3.

Keywords: Mesh Stylization · Endoscopy · Differentiable Rendering ·
3D Style Transfer.

1 Introduction

Simulated environments have a wide array of applications in endoscopy, such as
surgical training [14], medical education [13], and patient-specific preoperative
planning [24]. Furthermore, these environments have been used in ground truth
generation of computer vision tasks such as endoscopic depth estimation [20].
However, current simulated environments (e.g. renderings from a patient CT
model) lack realism in depicting endoscopic surgical anatomy which limits clin-
ical adoption [4]. To mitigate these challenges, leveraging real endoscopic video
data to create temporally and spatially consistent videos could facilitate the
development of accurate simulators and improve their practicality.
3 https://github.com/juseonghan/MeshBrush
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Fig. 1. Sample camera trajectory inside the mesh. From top to bottom: original ren-
dered, I2I style transfers [19], and MeshBrush. Note inconsistency from frame to frame
in the I2I method while MeshBrush maintains consistent features.

Image-to-image (I2I) translation, or style transfer, methods are promising
approaches to synthesizing realistic endoscopy images from synthetic data such
as CT-renders [16] or to generating ground truth in monocular depth estimation
for endoscopy [28]. For example, Tong et al. use it to translate real endoscopy
images to rendered images and train a depth network [28]. However, these ap-
proaches are unsuitable for video-to-video synthesis due to the lack of temporal
consistency; synthesized features are not enforced to “persist” between frames,
resulting in flickering and artifacts in the translated video sequence (shown in
Fig. 1). As a result, I2I translation is not viable in algorithms with consistency
requirements such as vision-based 3D reconstruction and localization. Methods
that enforce consistency by either incorporating landmark detection between
frames [23] or using optical flow [7] produce imperfect results; optimizing a 2D
task such as landmark detection and flow cannot guarantee temporal and long-
term consistency, an inherently 3D property. We propose a novel approach for
the generation of realistic and consistent endoscopic views via mesh stylization.

To the best of our knowledge, our work is the first in 3D endoscopic mesh
stylization to synthesize consistently style-transferred videos from rendered data.
Because mesh textures are stationary, MeshBrush guarantees consistency regard-
less of time and view. Leveraging existing I2I style transfer modules, our self-
supervised network simply requires an input mesh of the patient anatomy and a
pretrained style transfer module. Our lightweight model produces high-resolution
spatial textures on the patient mesh to create realistic endoscopic sequences with
temporal and global consistency using a view-dependent heatmap loss. Finally,
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we demonstrate that temporally consistent style transfer is effective in vision
algorithms such as feature matching and Structure-from-Motion.

2 Related Work

Style Transfer in Medical Scenes. Style transfer has been employed for
a number of applications in endoscopic and laparoscopic scenes, such as for
enhanced simulation and realistic renderings [16], specular light removal [9],
smoke removal [29], and depth estimation [28]. CycleGAN [31] is commonly
employed for image translation due to its ability to train with unpaired images
from two domains. However, these methods do not ensure temporal or global
consistency; each frame is processed independently with no propagating details
between frames.

Few works address temporal and long-term consistent style transfer in medi-
cal scenes. Frisch et al. use optical flow (RAFT [27]) to warp views and impose a
time-invariant structural similarity loss in cataract surgical video [8]. However, as
flow estimates are imperfect, the results are suboptimal. Engelhardt et al. extend
CycleGAN [31] to process multiple consecutive frames simultaneously for multi-
frame consistency in phantom surgical videos [6], which cannot enforce long-term
consistency, e.g. when the endoscope returns to a location after a certain dura-
tion. Rivoir et al. use the underlying 3D model to impose similar textures via a
view consistency loss and learnable neural textures to ensure global consistency
in simulated surgical scenes [21]. Although this method demonstrates remarkable
performance, its applications are solely for laparoscopy which typically has sim-
pler geometric structures than endoscopic anatomies. Mesh stylization ensures
consistency regardless of time and viewpoint for complex 3D geometries such as
simulated endoscopic environments.

Mesh Stylization and Consistent Video Style Transfer. Stylizing a
mesh from a given style is an established problem in the vision and graphics
community. For instance, Ma et al. focus on altering the style of a mesh from a
user-defined text prompt [17]. Other stylization approaches use a variety of style
inputs such as other meshes [12], image-text pairs [3], and image exemplars [11].

Similarly, video style transfer is a well-known task in the general vision com-
munity. In addition to aforementioned works that use optical flow, recent work
leverages further spatial control signals (e.g. depth maps) to account for noisy
flow [15]. Chu et al. [5] translate videos from synthetic 3D data, where ground
truth optical flow and depth can be computed; however, this approach is text-
guided using a ControlNet [30], making it unsuitable for endoscopic applications.

3 Methods

Preprocessing and Data Preparation. Fig. 2 shows the overview of Mesh-
Brush. First, we segment a mesh from a CT scan with a medical visualization
toolkit4 and increase the vertex resolution by subdividing each triangle. This
4 https://www.slicer.org/
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mesh is the structure upon which we will impose color information. We use an
existing I2I method on specific camera renders and project these style transfer
features onto the mesh. To generate meaningful mesh renders, we extract a mesh
skeleton via [2], from which we generate M camera positions with the farthest
point down sampling. We set the camera view direction along its line segment
of the skeleton to determine the SE(3) camera poses {Ti}Mi=1.
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Fig. 2. An overview of our method. A skeletonization method [2] generates camera
views inside the anatomy. At each iteration, the model re-renders from each camera
pose via differential rendering and its style-transferred image supervises the vertex
textures to be updated via the view-dependent heatmap loss.

We generate supervisory I2I renderings as data preparation. From each cam-
era pose Ti, we render a synthetic, unrealistic image Ai. Using a pre-trained
image-to-image style transfer module [19], we translate Ai into a realistic endo-
scopic view Bi. Our modularized approach allows our framework to be used for
various medical domains as users can change the I2I style transfer method to
match each domain. For each rendered view, we also compute a heatmap Hi,
explained in the next section, which encodes the 3D scene geometry relative to
the camera. We compile a set of (Ti, Bi, Hi) pairs for all M views to use as
ground truth supervision during the stylization process.

Training. During training, our goal is to predict realistic endoscopic color
values for each vertex of the mesh. We use a multilayer perception (MLP) net-
work to regress RGB values; however, MLPs are not proficient in learning high-
frequency associations such as texture variations. To overcome this issue, we
first encode the vertex coordinates V ∈ RN×3 of the mesh to a Fourier feature
encoding [26], i.e. γ(V ) = (cos(2πGV ), sin(2πGV )), where G is a matrix with
elements drawn from a zero-mean Gaussian distribution. The encoded vertices
γ(V ) are passed into the MLP to generate texture predictions, which are applied
onto the mesh. We then re-render a new set of images Âi from camera views Ti

from the data preparation phase. We supervise Âi with its corresponding style
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transferred image Bi via the view-dependent loss, expounded in the next section.
The MLP receives gradient updates from the error of Âi and Bi via differen-
tiable rendering. We repeat this over all M camera views to complete one epoch
of optimization. Over multiple epochs, the error between Âi and Bi is minimized
through training, which causes the mesh textures to mimic the style-transferred
images.

Using a neural network to predict textures rather than projecting the style
transfer RGB values to the mesh has two important advantages. First, vertices
are much spatially finer than pixels, which enables the mesh to learn more re-
alistic textures at a higher resolution. Second, projecting RGB values from Bi

introduces quilting, where camera poses with overlapping image regions intro-
duce sharp texture discontinuities due to inconsistency in the transferred styles.

View-dependent Heatmap Loss. Vertices that have limited visibility or
resolution from the perspective of the camera are often poorly textured in Bi,
e.g. vertex normals perpendicular to the view direction or vertices far away from
the camera. As a result, we devise a strategy for weighing certain pixels based
on 1) the angle between a visible vertex normal and camera viewing direction,
and 2) the distance of the visible vertices from the camera.

We omit the subscript i in this section for the sake of clarity. Given a ren-
dered image A, we calculate a normal map which contains the vertex normals
at each pixel of the rendered image. By computing the dot product between the
normal map and the camera viewing direction, we can calculate the cosine of
the angle between each pixel’s 3D point and the camera orientation, creating
the view-orientation heatmap θ. Similarily, the view-distance heatmap D can be
calculated by the L2 distance between the camera position and 3D points in the
rendered image. After scaling D to unit, the heatmaps are aggregated to create
the final heatmap H ∈ [0, 1].

H =
1

2

(
1− θ

2
+D

)
(1)

The final heatmap is generated by forcing pixels with view-direction values
greater than a user-defined threshold to 0, and A and B are converted into
LAB color space for more accurate color predictions. This results in our final
heatmap-weighed mean squared error loss function:

L = H · |A−B|22 (2)

where A is a rendered image from the mesh and B is its corresponding style
transferred image acquired during the data preparation phase.

4 Experiments and Results

We start with a brief overview of our experimental setup. The MLP contains 6
hidden layers each with ReLU activation and a hyperbolic tangent as its final
layer. For style transfer, we use Pfeiffer et al.’s laparoscopic image translation
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Fig. 3. Left: visualization of MeshBrush’s paintings onto the mesh. Right: original
renderings, heatmap (see Loss function description), ground-truth style transferred
renderings, and renderings from CT using PyTorch3D (from top-left to bottom-right)
where the camera is approximately placed at the green star. Corners of the images are
masked identically to original endoscopy images.

module [19] with an in-house patient kidney stone endoscopic surgery dataset.
We mask the heatmap in the areas where the distance exceeds 15mm, and sam-
ple 25 camera poses from the skeletonization for training. PyTorch3D was used as
the differentiable rendering library. We evaluated our method on a renal collect-
ing duct mesh, which was manually segmented from a CT scan. The dimensions
of our rendered images are (256, 256). To produce the results of this study, we
trained our model on an NVIDIA RTX4090 for 300 epochs (∼6 hours). Consis-
tent style transfer outputs are collected by rendering video trajectories from the
stylized mesh from the same skeletonization method [2].

Qualitative results are displayed in Fig. 3, showing various renders of our
stylized mesh with corresponding heatmaps for visualization. The quantitative
results are shown in Table 1, evaluated on five continuous camera trajectories not
in the training set, where we compare the realism (Fréchet Inception Distance
(FID) [10] and Kernel Inception Distance (KID) [25]) and ORB feature matching
capabilities between the untextured, I2I style transferred, and textured images.
We use Pyrender for increased realistic renders for the realism metrics. Feature
matches are determined to be correct if they correspond to the same 3D point
(< 1mm). PyTorch3D renders were used for feature matching since they directly
provide 3D vertex information for each pixel. Finally, we run sparse reconstruc-
tion with COLMAP [22] on untextured, frame-by-frame I2I, and our outputs
(rendered from PyTorch3D) to show that consistent style transfer via mesh styl-
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ization is a valid approach for downstream vision-based 3D reconstruction tasks
in Fig. 4.

Table 1. Quantitative Results of our method. FID [10] and KID [25] are computed with
respect to the in-house real endoscopy image dataset with a known method [18]. We
report the accuracy of feature matching (the percentage of correctly matched features)
and the total number of correct matches, displayed in parenthesis. Untextured and I2I
refer to renders from the mesh without any type of style transfer and independently
processed style transfers respectively. The bottom two rows display our ablation studies;
No HM and No HM & Fourier represents the evaluation of our model without the
heatmap and without both components respectively. The best and second best values
for each category is bolded and underlined respectively.

Method FID (↓) KID (↓) ORB-1 (↑) ORB-5(↑) ORB-10(↑)
Untextured 240.9 0.264 89.4 (100.9) 80.6 (65.8) 68.9 (44.8)
I2I 106.8 0.089 87.5 (164.4) 66.9 (94.3) 46.0 (56.3)
Ours 206.1 0.232 92.1 (195.1) 66.1 (97.2) 36.1 (46.1)
No HM 187.1 0.197 91.0 (177.5) 64.3 (84.6) 36.8 (41.6)
No HM & Fourier 246.5 0.281 87.4 (66.6) 76.4 (42.3) 59.9 (26.7)

5 Discussion and Conclusion

The core idea of our work is that stylization guarantees consistency throughout
the entire mesh; furthermore, it generalizes to any viewpoint within the mesh
and does not require any additional training for novel views, which is not the
case for traditional consistent style transfer methods.

Realism. The FID and KID scores measure the distance from real endoscopy
images in terms of fidelity. The untextured renderings have the lowest realism,
while the style transfer (I2I) outputs have the highest. Because the I2I images
supervise our mesh texturing, it is the upper bound for realism. We note that the
realism of the output images is limited since we rely on physics-based renderings
rather than direct optimization such as in generative models with discrimina-
tor networks. However, we observe specific improvements over rendering from
non-textured meshes. In addition, we found that FID and KID relied heavily
on our rendering strategy because we stylized the mesh instead of the images
directly. Indeed, we found that rendering from Pyrender instead of PyTorch3D
dramatically changes the FID and KID scores.

For the ablation study, we observe that once we remove the heatmap from
the loss function, the realism metrics improve whereas feature matching dete-
riorates. Ablating both components prevented the network from learning any
high-frequency information, causing the mesh to be mostly monochrome. Vi-
sually, removing the heatmap decreased the color variation of the mesh, only
allowing the model to learn pink to gray colors.
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Feature Matching. Because our method renders from a stylized mesh, fea-
tures are expected to persist accurately between frames. For ORB-1, i.e. neigh-
boring frames, our method outperforms all other baselines in both the number
of features correctly matched and the percentage of correctly matched features.
In addition, we show the effectiveness of the heatmap-based loss and positional
encodings in robust feature matching. However, the performance of MeshBrush
deteriorates for ORB-5 and ORB-10. This may be attributed to the speckle-like
pattern that is often generated by our model. Given the fact that cameras are
also extremely close to the anatomical surface, these patterns are often sharp
and excessive. The abundance of speckles may reduce the performance of feature
matching, decreasing the overall performance in short sequences. Although our
model seems to deteriorate across short-term sequences, we demonstrate that
the detected features are unique and robust enough for global matching.

Fig. 4. Sparse COLMAP reconstruction using renders from the stylized mesh. Red
squares show the estimated camera trajectory

Structure-from-Motion. The sparse reconstructions of COLMAP, for both
PyTorch3D and Pyrender renderings of the mesh, failed for both untextured and
I2I methods. This confirms that textures from untextured and I2I-translated
images do not provide unique descriptors for global camera localization. On the
other hand, the features predicted by MeshBrush have globally distinct descrip-
tors, shown in Fig. 4. We found that COLMAP uses 41.3% from 1,120 images
to reconstruct 32327 points. Previous work achieved an average of 20.6% from
498 images to reconstruct 4838 points for kidney reconstructions from rendered
views [1]. Thus, our method ensures the global and long-term consistency nec-
essary for sophisticated downstream vision tasks like 3D reconstruction.
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We present a mesh stylization technique for endoscopy to synthesize con-
sistent style transfer views. Our method leverages existing image-to-image style
transfer networks to create textures on the mesh to imitate real patient anatomy.
While this method has only been tested for a renal collecting duct model, the
proposed method is generic and self-supervised, thus has the potential to trans-
late to other anatomies and procedures.
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