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4 Centre de Recherche sur la Peau, Pierre Fabre Dermo-Cosmétique, France

5 Keystone Dermatology Partners, King of Prussia, PA, USA
6 Jefferson-Einstein Montgomery Medical Center, East Norriton, PA, USA

Abstract. In this paper we present a new AcneAI system that automat-
ically analyses facial acne images in a precise way, detecting and scoring
every single acne lesion within an image. Its workflow consists of three
main steps: 1) segmentation of all acne and acne-like lesions, 2) scoring
of each acne lesion, 3) combining individual acne lesion scores into an
overall acne severity score for the whole image, that ranges from 0 to
100. Our clinical tests on the Acne04 dataset shows that AcneAI has an
Intraclass Correlation Coefficient (ICC) score of 0.8 in severity classifi-
cation. We obtained an area under the curve (AUC) of 0.88 in detecting
inflammatory lesions in a clinical dataset obtained from a multi-centric
clinical trial.
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1 Introduction

Acne vulgaris (acne for short) consistently represents one of the top three most
prevalent skin conditions in the world’s population [6]. According to some studies
[17,12], at every moment about 20% of the world’s population has active acne.
About 85% of young adults aged 12 to 25 are affected by acne [2]. In 2022, we
estimate that the total market of acne medication exceeded 9.9 billion in the
U.S [9].
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There are two common methods for acne severity assessment [5,16,1]: count-
ing and grading. Acne counting is a challenging task, because acne lesions are
often small and can be easily missed or confused with other primary lesions.
Grading is usually based on the comparison with “typical cases” of different
grades, without a detailed counting. The grading method is easier to perform,
but is also more subjective, and can be inconsistent among the clinicians.

There exist several research works dealing with acne severity and acne count-
ing using deep learning [8,23,15,24,20,22,21] 1. Some papers use the object de-
tection approach which counts acne lesions and classifies them into (sub)types.
In [8], the authors used Faster R CNN [13] for acne detection and acne classifica-
tion. They count the number of acne lesions of each type and use the LightGBM
[10] method to measure global severity. The classification system divides lesions
into only three different groups: comedones; papules-pustules; and nodules-cysts.
In the grading step, they consider only the number but not the sizes of acne le-
sions, e.g., a very small nodule will have the same score as a very big nodule. In
another study [21], the authors proposed a new acne severity assessment which
considers area of each acne type. In their method, all acne of one type have the
same score as they used multi-label segmentation. They did not provide acne
counting. In [24], the authors developed deep learning models for severity grad-
ing of a full face (instead of just an image), by combining three images (left,
right and front) together into a full face image. However, their approach does
not provide acne counting. In [23], the authors used Label Distribution Learn-
ing and Fully Convolutional Network together to generate a distribution of the
number of acne lesions and distribution of severity for each input image. Their
method does not give the position for each acne lesion and does not classify acne
into sub-types.

Our contribution

In AcneAI, all lesions, either acne or non-acne lesions that look like acne, are
first segmented. This over-segmentation enables easier and fuller detection of
acne lesions: data annotators who are not doctors or clinicians can be trained
to annotate, and they will not miss many acne lesions. Doctors or clinicians are
thus required only for the second step of this process –annotating the database
by classifying the segmented lesions (on cropped images centered around these
lesions) into non-acne and acne sub-types.

This approach has several major advantages compared to the approach of
requiring clinicians to segment/count (and eventually classify) acne on original
images: it saves time for the clinicians, provides more detailed segmentation
(with precise shapes instead of just bounding boxes), and achieves less confusion
in the database.

As shown in [18], the severity grading method, by which the doctors grade
the severity of an acne image by comparing it to typical examples of varying
severity grades, is subjective and leads to a high level of inconsistency (low

1 Please see Table 2 in supplementary file for detail comparison
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intra- and inter-clinician correlations). AcneAI solves this inconsistency problem
by objectively counting every acne lesion, measuring its surface area (thanks to
precise segmentation) and its local severity, and then combining all the individual
severity scores together (by a non-linear mathematical formula) into a granular
overall severity score that ranges from 0 (acne-free) to 100 (theoretical value
for extremely severe acne). This acne severity score is sensitive to even small
changes in the number or the severity of acne lesions, and is therefore useful for
regular monitoring of the evolution of acne in a patient.

We manually checked and re-annotated the Acne04 dataset (Acne04 v2) and
make it available for the research community. A live demo of AcneAI system is
currently available at https://demo.belle.ai 1.

2 Detailed description of AcneAI

For an input image, we first run the segmentation model, which segments all acne
and acne-like lesions. We then run the acne separation algorithm to identify the
center and radius of every lesion, including those that share borders. Next, we
crop the original image into many smaller images based on the list of centers
and radii. This step outputs a series of acne-centered images to be scored using a
regression model. In the last step, we compute acne severity for the input image
based on the total number of acne lesions and the severity and area of each
acne lesion. Table 1 in the supplementary file shows an overview of our training/
testing data.

2.1 Acne segmentation model

This model segments not only acne but also acne-like lesions, for example acne
scars or moles. This is a small-object detection problem where the goal is detect
all acne lesions, even the tiny ones. We use a dataset containing 901 images
(AcneAI seg. data) which come from our collaborating doctors, and our partners
(in Asia, the United States and Europe) taken in their clinics by smartphones
and professional cameras. Since we segment all acne and acne-like objects, our
process does not require doctors to do the job. The annotation uses a circle for
small acne lesions (comedo, small papule/ pustule) and the exact shape for large
lesions. The dataset was annotated by our trained annotators. Fig. 1a, 1b shows
one example in our dataset.

We use a U-Net architecture [14] with EfficientNet B4 encoder [19] pre-
trained on ImageNet [4], with an input size of 512 × 512 pixels. We trained
the model using an Nvidia RTX 3090 GPU with a batch size of 7, training steps
315 for 200 epochs. We set up a learning rate schedule as start lr ∗ (0.99epoch).

2.2 Acne separation

A challenge in acne segmentation occurs when one lesion is right next to another,
creating a risk that the two lesions will be seen as one. If they are not separated, it

1 Please contact info@belle.ai to get a trial use account.
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(a) Original image (b) Segmentation (c) Original image (d) Prediction

Fig. 1: Example of AcneAI segmentation data and an example of how two acne
lesions right next to another are segmented as one.

will make the classification step incorrect, either because the two acne lesions are
of different types, or because in seeing them as one the model will overestimate
their area or size. We use geometrical methods and mathematical analysis to
separate these lesions and classify them individually. That is we will shrink each
contour of the predicted masks until we get separated regions (overlapping acne)
or no region (only one acne). Fig. 1c, 1d show before and after separation.

We assume that the shape of each acne lesion is a circle. Therefore, during the
annotation process, our annotators annotate acne lesions by a minimal circle that
covers the full lesion. When we train the acne segmentation model with those
data, the model will segment acne by a circle. If two lesions are close, it returns
two overlapping circles.

2.3 Acne scoring and classification model

One challenge in classification is that doctors classify acne inconsistently, es-
pecially for borderline cases where a lesion could be classified, for example, as
either a big comedo or a small papule, or as either a big papule or a small nodule.
As a result, we design a scoring system for acne (depending on the size of the
acne): not acne: 0; comedo: 1 to 2; papule/ pustule: 2 to 4; nodule/ cyst: 4 to 5.

We want the model to classify only the acne lesion that lies at the center.
Therefore, we used the region of interest (ROI) technique to force the AI to focus
on the center. That is, the input of the acne classification model consists of one
RGB image and one ROI image. The outputs are the severity score, the presence
of pus, and the presence of an acne scar. The first output has a ReLU activation
function and the corresponding values are between 0 for a non-acne lesion and
5 for a cyst. The two other outputs have a Sigmoid activation function as the
cases are binary: presence (1) or absence (0) of pus in the lesion, and presence
(1) or absence (0) of an acne scar (see Figure 1 in supplementary file for the
detail structure of the model). The model was designed based on the Xception
structure [3] with a residual layer and multiplication step between the original
image and the ROI image. This model is trained with 128 × 128 pixel images.
Each cropped image may contain one or many acne lesions. Training batch size
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is 40 and training steps is 500. The model was trained using a Nvidia RTX 3090
with a learning schedule as start lr ∗ 0.998(epoch/50) and Adam optimizer [11].

The training data contains 12,682 images cropped from the annotated dataset.
Each of these images was annotated by three different doctors using AllbyAI
platform 1. This annotation process is independent from the segmentation step.
We take the average score of the doctors as our ground truth.

Loss function We constructed a loss function which takes into account all
network’s outputs, defined as follows:

L(Y, Ŷ ) = MSE(y1, ŷ1) +BCE(y3, ŷ3) + F (Y, Ŷ ) (1)

Where Y = (y1, y2, y3) is the ground truth and Ŷ = (ŷ1, ŷ2, ŷ3) is the prediction,
y1, y2, y3 stand for each output (score, pus, and scar respectively). MSE is the
mean square error, and BCE the binary cross-entropy. The function F is defined
by the following formula with n being the batch size:

F (Y, Ŷ ) =
−1

n

n∑
i=1

(y2ilog(ŷ2i)+(1−y2i)log(1−ŷ2i))×(2−min (2, |3− y1i|)) (2)

F corresponds to the reduced sum over all samples of a batch, of the BCE for
output pus, multiplied by a term that depend on the true score of the sample.
This term allows us to only include this loss where the severity score of the lesion
is high enough to consider the pus information.

2.4 Acne severity assessment

The overall acne severity score of a given image is computed as follows:

S =
200

π
arctan

(
20

N∑
i=1

si
ai
A

)
(3)

where N is total number of acne lesions, si is the score of acne i (from acne
classification model), ai is the area of acne i (from segmentation model) and A

is the total area of detected skin 2,
∑N

i=1 si
ai

A represents the additive severity
score (which can go very high), and the nonlinear function arctan is used to
transform this additive score into a score ranging from 0 to 100. The idea is that
using a nonlinear function is similar to the use of nonlinear “utility” functions
in economics and other fields.

1 https://www.allby.ai
2 We use a skin segmentation model to calculate this number.
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3 Evaluation

3.1 Clinical dataset

A clinical trial was conducted on 55 volunteers recruited in eight investigational
centers located in Europe. All subjects had oily skin and presented almost clear,
mild or moderate acne severity. They were followed during one year and had
to regularly take photos of their face using their smartphones. In this dataset,
investigators only labeled inflammatory acne lesions. There are 768 images with
1,584 annotated lesions.

We used area under the curve (AUC) to measure the accuracy because this
is a binary classification problem (inflammation vs. non inflammation lesion).
All lesions have two scores, one by AcneAI (from 0 to 5) and another one by
investigators (which is always 1). We obtained an AUC of 0.88 when we com-
pute the average true positive rate (TPR) and false positive rate (FPR) for each
image and then aggregate them. Fig. 2 shows the overview of the prediction of
AcneAI on every acne lesion.

Fig. 2: Graphs show the score distribution of the AI on the clinical dataset (left)
and Acne04 v2 (right). Each dot is one lesion. Every dot in the right side of
the vertical black line is annotated lesion. The y-axis is the score by the AI and
x-axis is the number of acne lesion. The horizontal red line is an example of
threshold.

3.2 Acne04 dataset

We evaluated our acne severity assessment system on the Acne04 dataset [23]
which is not used in our training/ validation. This dataset has bounding boxes
for acne lesions but has no classification into sub-classes. It also provides overall
severity grading (from 0 to 3) following the Hayashi criterion [7]. Looking at the
Acne04 dataset, we found that: its bounding boxes created by experts are not
lesion-centered and/or are too big with respect to the lesion; sometimes more
than one lesion are in the same bounding box; and lesions are sometimes missed
by their experts (See Fig. 3) For these reasons, we do not use the Acne04 dataset
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Fig. 3: Left is the original image with boxes, middle and right are zoom then
crop versions. We can see many missing acne lesions on her cheek. Right image
is our prediction with score (x10) for each acne.

to analyse our performance on acne counting. Since our system rarely misses any
acne, the number of acne lesions for each image detected by our AI will be much
higher than the label provided in the dataset. We evaluated our model on re-
annotated Acne04 (see Data availability section below). We obtained an AUC
of 0.79. With a threshold of 1.81 we obtain a true positive rate of 0.52 and false
positive rate of 0.09 (Fig. 2 and Table 1).

Severity The Acne04 dataset has 4 levels of severity and AcneAI gives a con-
tinuous severity score for each image (value from 0 to 100, see Section 2.4). Fig.
4 shows the boxplots of our AI severity scores versus Acne04 severity levels,
showing a high correlation between our AI severity scores and ones annotated
by their experts. Another observation is that the dispersion of values is larger
for higher levels. This is because the Acne04 level of severity mostly depends on
the number of lesions, while our severity is calculated using the number, the size
and the type of acne lesions. We convert our severity score (from 0 to 100) to 4
levels as in Acne04 as follows.

– We used an ROC curve to find the best threshold to separate the dataset
into two groups: level 0-1 and level 2-3. The best threshold is 45.46.

– We repeated the process for those two groups and found that the best thresh-
olds are: 17.86 for level 0 and level 1; and 78.86 for level 2 and level 3.

We obtain an ICC score of 0.81 between our severity and Acne04 severity.

Data availability We manually checked and corrected wrongly labeled acne
in Acne04 dataset. In this version, we use a circle which can be converted to
box. The correction includes deleting low quality images, adding circles, and
modifying circles such that each contains only one acne lesion. The re-annotated
version of Acne04 is available at https://github.com/AIpourlapeau/acne04v2.
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Fig. 4: Each box is one level by Acne04. Y-axis is severity score given by AcneAI.
Non-overlapping boxes (lower, upper quartile) shows high correlation between
severity by AcneAI and Acne04.

4 Comparison with other approaches

To compare our approach with another object detection approach, we trained
several models using Ultralytics YOLOv81 (input size 1280x1280x3). We use
acne separation (Section 2.2) to convert AcneAI seg. data to bounding box data
which can be use to train YOLOv8. Table 1 shows the performance of YOLOv8
and AcneAI on different settings (Fig. 2 in supplementary file shows score dis-
tribution). Our results illustrate that AcneAI gives slightly better results. More-
over, the thresholds of YOLOv8 varies a lot compare to AcneAI.

5 Conclusions and future work

We propose an AcneAI system that can detect, classify and give global acne
severity. Our system avoids the inconsistency of clinicians in detecting acne and
achieves objective tracking of acne progression, which may drive better treat-
ment outcomes for those suffering from chronic acne. There are some limitations
that we will improve in the future: the prediction time is slow since the system
contains two models; the scoring model scores each acne not the whole image at
a time therefore the system is quite sensitive to the quality of the input image;
in case of big nodules, Section 2.2 may give a big circle which can overlap with
other small circles.

Acknowledgement. Authors would like to thank Paul Sherer and Ly Tran for
a careful reading of the paper.

1 https://github.com/ultralytics/ultralytics
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Table 1: Performance of AcneAI and YOLOv8. First threshold is chosen by
minimizing |FP − FN |, the second one is found by maximizing (TP − FP ).
Here AP stands for Average precision, and corresponds to the number of correct
predictions over the total number of predictions.

Threshold TPR FPR Precision AP AUC

Performance on Acne04 v2

AcneAI
1.81 0.52 0.09 0.52

0.45 0.79
2.01 0.18 0.02 0.64

YOLOv8 (trained on AcneAI seg.)
0.18 0.54 0.14 0.54

0.57 0.72
0.29 0.35 0.04 0.73

Performance on clinical data

AcneAI
1.81 0.46 0.06 0.46

0.41 0.88
2.21 0.27 0.01 0.67

YOLOv8 (trained AcneAI seg.)
0.25 0.33 0.05 0.34

0.30 0.88
0.40 0.06 0.00 0.61

YOLOv8 (trained on Acne04 v2)
0.16 0.32 0.04 0.32

0.26 0.85
0.41 0.06 0.00 0.68

Financial interests: Ms. Gazeau, Dr. Hang Nguyen, Dr. Zung Nguyen, Ms.
Lebedeva, Dr. Thanh Nguyen, Dr. Perlis, and Dr. Wolfe are shareholders of
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