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Abstract. Due to the high stakes in medical decision-making, there is
a compelling demand for interpretable deep learning methods in medical
image analysis. Concept Bottleneck Models (CBM) have emerged as an
active interpretable framework incorporating human-interpretable con-
cepts into decision-making. However, their concept predictions may lack
reliability when applied to clinical diagnosis, impeding concept explana-
tions’ quality. To address this, we propose an evidential Concept Em-
bedding Model (evi-CEM), which employs evidential learning to model
the concept uncertainty. Additionally, we offer to leverage the concept
uncertainty to rectify concept misalignments that arise when training
CBMs using vision-language models without complete concept supervi-
sion. With the proposed methods, we can enhance concept explanations’
reliability for both supervised and label-efficient settings. Furthermore,
we introduce concept uncertainty for effective test-time intervention. Our
evaluation demonstrates that evi-CEM achieves superior performance in
terms of concept prediction, and the proposed concept rectification ef-
fectively mitigates concept misalignments for label-efficient training. Our
code is available at https://github.com/obiyoag/evi-CEM.

Keywords: Concept explanations · Skin disease diagnosis · Vision lan-
guage models.

1 Introduction

Black-box deep learning methods have demonstrated significant efficacy for med-
ical images [9,20]. Nonetheless, the rigorous trustworthiness requirements inher-
ent to the healthcare domain have stimulated research efforts towards explainable
methods [22]. Relying solely on explaining black box models will likely sustain
problematic clinical practices and lead to adverse medical outcomes [18]. Hence,
it is crucial to develop active interpretable approaches [28] for medical images,
which are inherently designed to be interpretable [6,5,2].
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Fig. 1: (a) An illustration of CBMs. (b) Over-confident examples of CEMs. The
orange and blue bars are used to visually represent the probabilities supporting
and opposing the concepts, respectively.

Recently, Concept Bottleneck Models (CBM) [14] have emerged as a promis-
ing framework for achieving active interpretability. As shown in Fig. 1a, CBM
integrates human-interpretable concepts into the decision-making process [29,7]
by decomposing the task into concept prediction and task prediction stages. Im-
ages are first mapped to the concepts, and then a classifier is employed to predict
task labels based on the concepts. Building upon CBM, Concept Embedding
Models (CEM) [4] overcome the trade-off between accuracy and interpretability
by learning concept embeddings and achieving improved performance compared
to CBM. However, complete concept supervision is challenging to acquire in real-
world clinical scenarios. Some works utilize foundation models to train CBMs in
a label-efficient manner [25,16,23]. This line of research involves querying useful
visual concepts of tasks from large language models like GPT-3 or ChatGPT
and then using vision language models (VLM), such as CLIP [17], to assess the
presence of these concepts in an image.

CBMs emulate the clinical practice of medical professionals who initially eval-
uate symptoms before diagnosing diseases, which is promising for interpretable
medical image analysis [24]. Nevertheless, their concept predictions may be un-
reliable for clinical diagnosis, which hinders the quality of concept explanations.
The unreliability lies in two aspects. Firstly, high certainty for less obvious con-
cepts can lead to over-confidence in predictions as depicted in Fig. 1b, which
may not be accurate during inference. Secondly, in label-efficient training, VLMs
can be misaligned with certain concepts [26,27], due to their training paradigm.
Therefore, CBMs trained with VLMs suffer from inaccurate concept prediction,
which impacts models’ reliability and interpretability.

To enhance the reliability of concept explanations, we propose evidential-
CEM (evi-CEM) based on evidential deep learning [19]. By modeling concept
labels and evidence with Binomial and Beta distributions, we could calibrate
the concept predictions and quantify their corresponding uncertainty by em-
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Fig. 2: The architecture of Evidential Concept Embedding Model (evi-CEM).
The model primarily comprises a backbone network Ψ(·), an evidential concept
bottleneck layer (ECBL) and a task predictor f(·).

ploying the variational method to minimize the Binomial likelihood. Besides, for
label-efficient training, the misaligned concepts with higher uncertainty could be
identified. Then, a small set of positive and negative examples is gathered for the
misaligned concepts to learn concept activation vectors (CAVs) [11]. The concept
misalignments could be rectified by incorporating the CAVs into label-efficient
training. Furthermore, we suggest employing evi-CEM for uncertainty-aware in-
tervention, wherein uncertainty serves as a metric for selecting concepts that
warrant more significant intervention.

Our contributions can be summarized as following:

– We propose a concept-based model named evi-CEM, which utilizes evidential
deep learning to mitigate the over-confidence problem for concept prediction.

– With concept uncertainty, we alleviate concept misalignments that arise in
the label-efficient training of CBMs by concept rectification.

– We introduce uncertainty-aware intervention by incorporating uncertainty
into the process to improve the intervention efficiency.

– We evaluate the effectiveness of the proposed methods on a public dataset.
The experimental results demonstrate that our approach improves the qual-
ity of concept explanations for skin disease diagnosis.

2 Method

2.1 Evidential Concept Embedding Model

Model architecture: Given an image x and a set of K target concepts C =
{C1, C2, . . . , CK}, the goal of evi-CEM is to predict the true label of target
concepts c = [c1, c2, . . . , cK ]T and provide an accurate diagnosis y. As depicted
in Fig. 2, a backbone network is firstly employed to extract the image feature
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h = Ψ(x), which is then fed into the evidential concept bottleneck layer (ECBL).
In ECBL, following [4], each concept Ck are associated with two embeddings
generated by two linear layers c+k = Φ+

k (h) (indicating the presence of Ck) and
c−k = Φ−

k (h) (indicating the absence of Ck). The positive and negative evidence
of concept Ck are derived using two functions:

αk = α([c+k , c
−
k ]

T ) = ReLU(Wα[c
+
k , c

−
k ]

T + bα) + 1,

βk = β([c+k , c
−
k ]

T ) = ReLU(Wβ [c
+
k , c

−
k ]

T + bβ) + 1,

where W and b represent the weight and bias of linear layers. Then, the concept
embedding ck can be constructed as

ck =
αk

αk + βk
c+k +

βk
αk + βk

c−k .

Finally, the concatenation of the different concept embeddings is fed into the
task predictor to obtain the final prediction y = f([c1, c2, . . . , cK ]T ).

Uncertainty modelling: According to the principles of subjective logic the-
ory [10], each concept Ck is characterized by a binomial opinion represented as
ωk = (bk, dk, uk, ak). This binomial opinion encompasses belief mass (bk), dis-
belief mass (dk), uncertainty mass (uk), and the base rate (prior probability of
Ck without any evidence) denoted as ak. It satisfies the additivity requirement
bk +dk +uk = 1, and the projected probability is calculated as pk = bk +ak ·uk.
The binomial opinion ωk is equivalent to a Beta distribution under the bijec-
tive mapping: pk ∼ Beta(αk, βk), where αk and βk are viewed as positive and
negative evidence of the concept Ck, respectively. The uncertainty mass can be
computed with the evidence as uk = 2/(αk + βk).

Training paradigm: Since the concept label ck follows Binomial distribution
ck ∼ Bin(ck|pk), the marginal log likelihood log p(ck|x) has an Evidence Lower
BOund (ELBO) as

log p(ck|x) ≥ Eq(pk|x) [log p(ck|pk)]−KL(q(pk|x)||p(pk|x)),

where q(pk|x) is the variational distribution B(αk, βk). Minimizing the negative
ELBO, we can derive the variational loss for concept Ck, given by

Lk
Beta =ψ(αk + βk) + ck

[
log βk +

1− βk
βk

− ψ(αk)

]
+ (1− ck)

[
logαk +

1− αk

αk
− ψ(βk)

]
.

Here, ψ(·) denotes the digamma function, and the detailed derivation can be
found in the supplementary material. The total loss for training evi-CEM is a
combination of the cross-entropy task loss and the variational concept losses:

L = Lce(y, ŷ) + λ
K∑

k=1

Lk
Beta(αk, βk, ck), (1)
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Fig. 3: The process of ECBL pretraining in conjunction with VLMs. The image
and text encoders of VLMs remain frozen to extract embeddings for concept
estimation using Eq. (2). The ECBL is trained with the estimated concept labels
to minimize variational concept loss.

where ŷ denotes the ground-truth task label, and λ controls the weight balance
between the task and concept losses.

2.2 Concept Rectification for Label-efficient Training

Without concept supervision, many works employ VLMs to assess the presence
of the target concepts C in images. However, the VLMs can be misaligned for
certain concepts, undermining the reliability of concept explanations. This sec-
tion describes the procedure to rectify concept misalignments for VLMs using
the proposed ECBL. The entire process consists of three stages.

Pretraining ECBL with VLMs: VLMs have an image and a text encoder to
map images and texts into a shared embedding space. As shown in Fig. 3, given
an image x, we firstly utilize the image encoder to extract the image embedding,
denoted as i = fI(x). Then, we leverage the text encoder to compute the concept
prompt embedding and the reference prompt embedding, represented as etkr =
fT (t

t
kr) and er = fT (tr) respectively, where ttkr and tr denotes the tokenized

concept prompt and reference prompt for the t-th term and the r-th template
respectively. With the computed embeddings, the probability ck can be estimated
as follows:

c̃k =
1

Tk ×R

Tk∑
t=1

R∑
r=1

ecos(i,e
t
kr)/τ

ecos(i,e
t
kr)/τ + ecos(i,er)/τ

, (2)

where Tk represents the number of terms associated with concept Ck, R denotes
the number of templates, and τ is the temperature parameter. The soft concept
label c̃k are utilized to pretrain ECBL minimizing

∑K
k=1 Lk

Beta(c̃k, αk, βk).
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Learning CAVs of the misaligned concepts: After pretraining, we can
identify the misaligned concepts, characterized by higher uncertainty, denoted
as Cm = {Ck|∀k, 2/(αk + βk) ≥ γ}, where γ is the threshold. For each concept
Ck ∈ Cm, we gather embeddings for positive samples Pk = {Ψ∗(xk

pi)}Ni=1 and
negative samples Nk = {Ψ∗(xk

ni)}Ni=1, where Ψ∗(·) is the pretrained backbone
network. Notably, we only require 2N samples associated with the misaligned
concepts rather than a densely annotated dataset. Following [11], we train an
SVM to separate Pk and Nk, obtaining the CAV for Ck ∈ Cm, represented by
the normal vector wk to the classification boundary.

Incorporating CAVs into evi-CEM training: In the final stage, we in-
corporate the acquired CAVs into the training of evi-CEM in conjunction with
VLMs to mitigate concept misalignment. The CAVs are utilized to adjust the
probabilities of misaligned concepts estimated by VLMs, given by

ck =

{
c̃k ×H(Ψ∗(x)Twk), Ck ∈ Cm
c̃k, Ck /∈ Cm

,

where H(·) denotes the unit step function. The evi-CEM is then trained with
the rectified concept labels [c1, c2, . . . , cK ] in accordance with Eq. (1).

2.3 Uncertainty-aware Intervention

Intervention plays a crucial role in CBMs by allowing users to modify inter-
mediate concept predictions to correct the final prediction. The expert-model
interactions can enhance the reliability of AI systems, particularly in clinical
practice. However, involving senior doctors to review each concept can be ex-
pensive. Hence, we propose utilizing evi-CEM for uncertainty-aware intervention,
which employs uncertainty as a metric to select concepts for intervention. Evi-
CEM predicts the probability and uncertainty [u1, u2, . . . , uK ] of target concepts.
The uncertainty serves as an indicator, with the concepts exhibiting the highest
uncertainty being selected for intervention k′ = argmaxk uk. Here, k′ denotes
the index of the target concept to be intervened.

3 Experiments

3.1 Experimental Setup

Dataset: The evaluation is conducted on Fitzpatrick17k (F17k) dataset [8],
which consists of 16,523 clinical images used for skin disease diagnosis. The
classification task involves distinguishing between malignant, benign, and non-
neoplastic conditions. Among the F17k dataset, concept labels of 3,218 images
are provided by the SkinCon [3] dataset. SkinCon is currently the most com-
prehensive dataset in the field of dermatology, containing 48 concepts annotated
by board-certified dermatologists. We select 22 concepts (i.e., K = 22) from
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Table 1: Comparison with CBM variants under complete concept supervision
(no VLMs are involved).

Method Concept Metric Diagnosis Metric
AUC ACC F1 AUC ACC F1

CBM [14] 69.15 ± 0.20 78.42 ± 0.50 54.46 ± 0.32 76.37 ± 1.13 78.37 ± 0.70 56.79 ± 0.45
CEM [4] 71.00 ± 0.64 78.96 ± 0.50 54.95 ± 0.83 78.63 ± 0.28 77.07 ± 1.44 58.02 ± 0.61
ProbCBM [13] 74.60 ± 0.87 88.49 ± 0.97 57.01 ± 1.51 73.00 ± 0.17 72.13 ± 1.00 54.03 ± 0.15
evi-CEM 80.45 ± 0.83 90.33 ± 0.37 64.99 ± 0.73 77.33 ± 1.34 76.50 ± 2.52 58.55 ± 2.27

the F17k dataset that are represented by at least 50 images for our analysis.
Therefore, the F17k dataset is divided into a subset with concept annotations
Dc (3,218 images) and a subset without concept annotations Du (13,305 im-
ages). We split Dc into a training set, validation set, and test set according to
the proportion of 60%, 20%, and 20%, respectively.

Implementation details: Our model uses ResNet-34 pretrained on the Ima-
geNet dataset as the backbone network Ψ(·). We employ MONET [12] as the
VLM, a foundation model pretrained with a massive collection of dermatological
images and medical literature for label-efficient training. Regarding the hyper-
parameters, we use λ = 1, τ = 0.01, N = 50 and γ = 0.6, and AdamW optimizer
with a learning rate of 5× 10−4 and weight decay of 0.01. The batch size is set
to 128. We used PyTorch on NVIDIA Tesla V100 GPU with 16 GB memory
for all experiments. We report three metrics (AUC, ACC, F1) for the concept
prediction and diagnosis tasks. The concept metrics represent the average results
across all concepts. All experiments are conducted using three different random
seeds, and we present the mean and standard deviation of the metrics.

3.2 Results

Evi-CEM performance: To showcase the effectiveness of evi-CEM under con-
cept supervision, we compare evi-CEM with other CBM variants on Dc. The
comparative methods include CBM [14], CEM [4] and ProbCBM [13]. ProbCBM
was proposed to address the concept ambiguity issues by incorporating proba-
bilistic embeddings. As shown in Table 1, the results indicate that both evi-CEM
and ProbCBM demonstrate superior performance in concept prediction, which
can be attributed to their prediction calibration. Notably, evi-CEM outperforms
ProbCBM in both tasks, highlighting the efficacy of evidential modeling, which
associates high uncertainty with incorrect predictions. The experimental results
demonstrate that while evi-CEM achieves comparable results with CBM and
CEM for diagnosis, it can generate more reliable concept explanations.

Concept rectification for label-efficient training: To evaluate the per-
formance of the proposed concept rectification, we compare it with other label-
efficient concept prediction methods. CONFES [21] and Reweight [15] are offered
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Table 2: Comparison with CBM variants trained in label-efficient manner.
Method Concept Metric Diagnosis Metric

AUC ACC F1 AUC ACC F1

CEM+CONFES [21] 73.85 ± 0.29 79.39 ± 0.22 56.73 ± 0.28 89.25 ± 2.55 86.75 ± 0.95 75.92 ± 2.33
CEM+Reweight [15] 73.75 ± 0.43 76.76 ± 1.12 53.83 ± 1.07 89.46 ± 1.84 85.61 ± 1.44 74.88 ± 2.33
CLIP-IP-OMP [1] 65.00 ± 1.62 82.97 ± 0.41 56.91 ± 0.89 77.74 ± 0.39 77.61 ± 0.28 51.64 ± 0.84
LF-CBM [16] 60.45 ± 0.86 81.93 ± 0.69 55.60 ± 0.26 66.16 ± 1.72 75.19 ± 0.21 41.18 ± 0.15
evi-CEM 72.94 ± 0.45 79.13 ± 0.15 56.44 ± 0.19 89.44 ± 1.05 86.49 ± 1.12 77.00 ± 1.27
rectified-evi-CEM 78.55 ± 0.35 83.74 ± 0.12 58.98 ± 0.18 90.11 ± 0.98 86.91 ± 0.50 77.53 ± 0.50

Label: Benign
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Fig. 4: (a) A qualitative result of uncertainty-aware intervention. ĉ and u denotes
the concept prediction and its uncertainty respectively. (b) Test diagnosis AUC
of interventions on evi-CEM and their corresponding standard deviations.

for noisy learning, which is adapted for concept prediction with VLMs in this
study. CLIP-IP-OMP [1] utilizes orthogonal matching pursuit and VLMs to se-
lect the most informative concepts in images. LF-CBM [16] uses CLIP to learn
the projection from feature space to concept space. All the methods are imple-
mented using Du and evaluated with the test set of Dc. As Table 2 presents,
rectified-evi-CEM achieves the best results among all the methods for both con-
cept prediction and diagnosis. Comparing evi-CEM and rectified-evi-CEM, it is
evident that concept rectification could identify misaligned concepts with ECBL
and correct them using CAVs. In contrast, other VLM-based methods are under-
mined by concept misalignment issues and cannot obtain accurate and reliable
concept explanations.

Uncertainty-aware intervention: In order to validate the effectiveness of
uncertainty-aware intervention, we carry out a test-time intervention experi-
ment using the test set of Dc. We intervene for the same evi-CEM in both an
uncertainty-aware and random manner. The results are plotted in Fig. 4b. As the
number of intervened concepts increases, we observe that the diagnosis AUC of
uncertainty-aware intervention exhibits faster improvement than random inter-
vention. This illustrates that uncertainty brings about more significant interven-
tions. Fig. 4a illustrates a qualitative result of uncertainty-aware intervention.



Evidential Concept Embedding Model 9

After intervening the concept with the highest uncertainty, the diagnosis label
is corrected from non-neoplastic to benign.

4 Conclusion

This work proposes evi-CEM for reliable concept explanations by quantifying
concept uncertainty with evidential learning. Furthermore, we propose concept
rectification based on evi-CEM to correct concept misalignments. The misalign-
ments originated from VLMs, could be identified and rectified via concept un-
certainty. Experimental results show that our approaches improve the reliability
of concept explanations, whether trained with concept supervision or VLMs.

Disclosure of Interests. The authors have no competing interests to declare that
are relevant to the content of this article.
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