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Abstract. Learning Neuron-level Circuit Network can be used on auto-
matic neuron classification and connection prediction, both of which are
fundamental tasks for connectome reconstruction and deciphering brain
functions. Traditional approaches to this learning process have relied on
extensive neuron typing and labor-intensive proofread. In this paper,
we introduce FlyGCL, a self-supervised learning approach designed to
automatically learn neuron-level circuit networks, enabling the capture
of the connectome’s topological feature. Specifically, we leverage graph
augmentation methods to generate various contrastive graph views. The
proposed method differentiates between positive and negative samples
in these views, allowing it to encode the structural representation of
neurons as adaptable latent features that can be used for downstream
tasks such as neuron classification and connection prediction. To eval-
uate our method, we construct two new Neuron-level Circuit Network
datasets, named HemiBrain-C and Manc-C, derived from the FlyEM
project. Experimental results show that FlyGCL attains neuron classifi-
cation accuracies of 73.8% and 57.4%, respectively, with >0.95 AUC in
connection prediction tasks. Our code and data are available at GitHub
Repositoryhttps://github.com/mxz12119/FlyGCL.

Keywords: Neuron-level Circuit Network · Connectome · Neuron clas-
sification · Neuronal Connection Prediction

1 Introduction

Recently, with the rapid development of deep learning [11,26,14,10] and volu-
metric microscopy (VEM) technology, we have been available to access synaptic-
level connectivity of the whole brain in small model animals such as fruit fly[4],
zebrafish[20], etc. This has brought new hope and opportunities for deciphering
nervous systems.

A connectome can be viewed as a complex network of more than tens of mil-
lions or more neurons and supporting cells that work together to carry out its

https://github.com/mxz12119/FlyGCL
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Fig. 1: The left frame depicts the data source, which represents a connectome in
the terms of neuron-level circuit network that is reconstructed from VEM im-
ages of a nervous system of a male adult Drosophila. The right frame illustrates
our model architecture, where such neuron-level circuit networks, augmented
through various views, are subjected to contrastive learning to obtain graph
embeddings. These embeddings can subsequently be utilized for neuron classifi-
cation and connection prediction.

functions [17]. Neurons create complex modules within neural circuits and con-
nectomes. Revealing the pattern of neuronal types and connections throughout
connectivity is an effective method for comprehending the brain’s structural and
functional organization. Recent studies in neuroscience [9,1] have underscored
the critical necessity for new methods to conduct automatic neuron cell typing
(Neuron classification [15,27]) and connection prediction as fundamental tasks
for analyzing the connectome.

In recent years, there has been a significant acceleration in the development
of Graph Neural Networks (GNNs)[13,24,6]. These methods provide a powerful
framework for learning continuous vector representations enabling to analyze
network data. However, GNNs concentrate on semi-supervised learning, necessi-
tating a substantial quantity of labels. Recent advancements in Self-Supervised
Learning (SSL)[3] have catalyzed an increase in research focused on acquiring
graph representations [23] without relying on human annotations. Specifically,
manual proofreading still plays a relatively important role in existing neuron cell
typing and connection reconstruction [5].

In this paper, we introduce FlyGCL, a self-supervised learning approach
applied to fruit fly connectome, leveraging augmented contrastive graph views.
FlyGCL is designed to learn the topological representation of graphs, enabling
effective neuron classification and connection prediction. By leveraging node per-
turbation, edge perturbation and feature mask, we create various contrastive
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graph views through random modifications of the initial input. It then acquires
representations by differentiating between positive and negative samples. In this
way, the model can learn the topological features of the network without need-
ing to label the categories of neuron types. This method can effectively capture
the features of nodes using only partial connection information. The learned
node feature representations are versatile. We conducted extensive experiments
to prove that these features can be effectively applied to tasks such as neuron
classification, connection prediction, neuron clustering.

Our contributions:

• We propose FlyGCL, a self-supervised neuron-level circuit network learning
model, filling the application gap between graph learning and brain wiring
diagram study.

• We built Hemibrain-C and Manc-C datasets from FlyEM project 5. Further-
more, we experimentally verified that FlyGCL is a powerful feature extractor
for neuron classification and neuron connection prediction.

2 Method

Annotation We consider neuron-level circuit network in the brain as a graph
G = (V, E), where V represents its node set and E represents the set of edges.
Each edge (υi, υj) ∈ E denotes a connection from the neuron υi to the neuron
υj . The adjacency matrix of G is denoted by A ∈ R|V|×|V|, where Aij = 1 if
(υi, υj) is connected, otherwise Aij = 0.

2.1 Overview

FlyGCL is schematically presented in Figure 1.

– Data source Thanks to the great contribution from FlyEM project5, we
can access two connectomes, Hemibrain and Manc. These connectomes have
rich information about neuron morphology, synaptic connections, mitochon-
dria distribution, and cell category. We fetched these connectomes from the
publicly available database NeuPrint[16]. Specifically, Hemibrain covers half
of the central fly brain with 2500 neurons and 20 million connections[18] 6.

5 https://www.janelia.org/project-team/flyem
6 Version:‘hemibrain 1.2.1’

Dataset |V| |E| Class Average degree

HemiBrain-C 21739 3550403 25 326.64
Manc-C 23188 5243574 7 452.30

Table 1: Dataset information.
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Manc is from the ventral nerve cord of a male fruit fly, including 2300 neu-
rons and 84 million synaptic connections[21]. To study learning the topology
nature of connectome, we only keep the connectivity information and man-
ufactured Neuron-level Circuit Networks, resulting two practical datasets,
Hemibrain-C and Manc-C. The detailed statistic information is included in
1.

– Brief introduction of FlyGCL Firstly, Various graph views are generated
by topology augmentation and feature augmentation (Section 2.2). Then we
use GNN encoder to learn the graph view representations (Section 2.3). Next,
we use InfoNCE loss to optimize the architecture and subsequently obtain
neuron representations. Finally, these neuron representations can be used for
downstream neuron classification and connection prediction (Section 2.4).

2.2 Generating Graph View

To perform contrastive learning, We generate various graph views by graph aug-
mentation. The augmented graph Ĝ is formulated as Ĝ = ψ(G), where ψ is an
augmentation function. We augment the given graph to obtain two correlated
views Ĝi, Ĝj , as a positive pair, where Ĝi = ψi(G), Ĝj = ψj(G) respectively. These
augmentations include Node Perturbation (NP), Edge Perturbation (EP), Fea-
ture Masking (FM) and Feature Dropping (FD). All of them are schematically
shown in Figure 1(right).

– Node PerturbationNode Perturbation primarily considers removing node.
For each node, there is a probability p of being randomly dropped.

– Edge Perturbation Randomly adds or removes a subset of edges within a
graph. Formally, we can write it asMi,j ∼ B(p), where B denotes a Bernoulli

distribution with parameter p. The resulting adjacency matrix Â can be
computed as Â = A

⊙
M, where

⊙
denotes a bit-wise operator. Frequently

used function Edge Removing (ER) and Edge Adding (EA) are implemented
through logical add and logical subtract operations, respectively.

– Feature Masking(FM) Randomly masks features of nodes with a Bernoulli
distribution with probability p. Formally, that means x′

i = xi

⊙
M, where

xi is the feature vector of υi. M ∼ B(p) ∈ {0, 1}d.
– Feature Dropping(FD) Applies column-wise dropout to node feature ma-

trix X, where each column has a probability p of being randomly masked to
zero.

2.3 Learning Contrastive Graph Views

GNN Encoder To learn the latent representations of various generated graph
views, we use GNN encoder to aggregate neighbour information iteratively. The
input data is the feature matrix X ∈ RN×d. Firstly, a linear layer is employed

to project X into a continuous feature matrix H(0) = X ·T, where T ∈ Rm×d(0)

denotes type embedding, d is the feature dimension. And then we will feed the
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graph adjacency matrix A and the feature matrix H(0) into GNN layer to learn
the next latent features:

H(l+1) = ReLU(GNN(A,H(l)) +H(l)),HF =MLP (H(l+1)), (1)

where GNN(·) denotes a conventional GNN encoder, such as GCN [13], GIN[24]
etc. Here, we also use skip connection and another two layer MLP as a projection
head to improve the learning capability. Subsequently, we can obtain HF as the
total graph view representations locating in the implicit feature space.

Contrast Loss Function A contrastive loss function is defined to enforce the
maximization of consistency between positive pairs (i.e., two enhanced views
of the same graph) while minimizing the consistency between negative pairs
(i.e., enhanced views of different graphs). The function used here is denoted as
function Information Noise Contrastive Estimation (InfoNCE) [12]:

JInfoNCE(υi) = − 1

N

∑
pj∈P(υi)

log
eθ(υi,pj)/τ

eθ(υi,pj)/τ +
∑

qj∈Q(υi)
eθ(υi,qj)/τ

, (2)

where υi denotes the node embedding indexed from HF . P(υi) denotes the

positive set P(υi) = {pi}Pi=1, andQ(υi) denotes the negative setQ(υi) = {qi}Qi=1.
θ(·, ·) is cosine similarity measuring the similarity between two embeddings:

θ(u, υ) =
u⊤υ

∥ u ∥∥ υ ∥
.

2.4 Downstream Task

Neuron Classification After contrastive training, the optimized feature vector
HF∗ is obtained for downstream tasks. For neuron classification with C classes.
We use a two fully-connected layers to re-trained on partial given labels. Then
our method performs neuron classification the i-th neuron using sigmoid function
σ as

y = σ(FC(fi)), fi ∈ HF∗,y ∈ [0, 1]
C
. (3)

Connection Prediction. In the task of connection prediction, we use (υi, υj)
to denote a connection from υi to υj . Therefore, we concatenate fi of υi and fj
of υj into a connection vector. We also re-train a two fully-connected layers to
predict the plausibility whether (υi, υj) is connected:

P(Ai,j = 1|θ) = σ(FC([fi; fj ])), fi, fj ∈ HF∗, (4)

where ; denotes vector concatenation.
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Method 10% 20% 30% 40% 50%

H
em

ib
ra

in
-C

FlyGCL 73.80± 0.45 78.03± 0.30 78.86± 0.21 79.40± 0.13 79.87± 0.18
GCN 67.96 ± 0.08 69.84 ± 0.14 70.98 ± 0.15 72.06 ± 0.24 73.14 ± 0.22
GIN 61.63 ± 0.07 64.45 ± 0.12 66.53 ± 0.09 67.67 ± 0.42 68.64 ± 0.30
Node2Vec 62.49 ± 0.38 64.52 ± 0.20 65.20 ± 0.35 66.27 ± 0.74 67.38 ± 0.35
GraphSAGE 70.57 ± 0.07 74.20 ± 0.12 76.21 ± 0.23 77.62 ± 0.16 78.72 ± 0.11
JKNet 68.15 ± 0.76 70.26 ± 0.15 72.14 ± 0.20 73.62 ± 0.27 74.66 ± 0.26
GATV2 56.46 ± 0.73 60.53 ± 0.84 62.30 ± 0.94 63.63 ± 0.72 64.63 ± 0.12
UniMP 34.03 ± 1.68 30.41 ± 3.53 29.76 ± 2.90 29.63 ± 2.71 29.05 ± 2.57

M
a
n

c-
C

FlyGCL 57.40± 0.90 58.90± 1.17 59.25± 0.26 60.96± 1.37 62.28± 1.51
GCN 41.64 ± 0.23 45.88 ± 0.09 47.90 ± 0.18 49.56 ± 0.65 50.27 ± 0.63
GIN 44.54 ± 0.54 46.03 ± 0.12 46.33 ± 0.04 46.11 ± 0.73 46.88 ± 1.02
Node2Vec 43.65 ± 2.15 43.74 ± 1.47 43.93 ± 1.73 45.20 ± 2.24 46.42 ± 1.98
GraphSAGE 42.44 ± 1.76 43.03 ± 1.32 43.90 ± 1.41 44.76 ± 1.29 46.39 ± 0.21
JKNet 38.08 ± 1.12 38.12 ± 0.65 40.44 ± 1.90 40.65 ± 1.84 44.09 ± 2.90
GATV2 45.69 ± 0.46 46.76 ± 0.53 47.29 ± 0.47 46.81 ± 0.57 47.05 ± 1.22
UniMP 52.45 ± 1.54 44.31 ± 7.98 41.95 ± 9.16 42.33 ± 9.47 43.32 ± 9.91

Table 2: Neuron classification F1(Micro) results on HemiBrain-C and Manc-C.
Bold indicates the best performance in a column. Each number is the average
performance for 10 random runs of the experiments. 10%-50% are the sizes of
various training graph.

3 Experiments and Discussion

Neuron classification For comparison with other methods, we use the fol-
lowing representative approaches including Graph Embedding (Node2Vec [7]),
GNN (GCN[13], GIN[24], GraphSAGE[8], JKNet [25]), and the recent SOTA
methods (GATV2[2], UniMP[19]). We use F1(Micro) as metric to report neuron
classification results with 25 classes on HemiBrain-C and 7 classes on Manc-C.
As shown in Tables 2, it demonstrates that FlyGCL performs good results. We
get a score of 78.03% on the HemiBrain-C dataset using a training ratio of 20
% edges, which is better than other baselines. Similarly, our method performs
best on the Manc-C dataset. Figure 2 visually shows how our method performed,
with a clear line indicating that it did well at identifying neuron types.

Connection prediction On HemiBrain-C and Manc-C, our method is com-
pared with heuristic methods7 (Adamic-Adar (AA), Common Neighbour (CN)),
GCN[13], and Node2vec [7] for link prediction, with results presented in Figure
3. We report ROC and PR curves for evaluating the capability of predicting con-
nections between two neurons. Accordingly, we also plot AUC bars from ROC
curves. As depicted in Figure 3, FlyGCL exhibits the largest area enclosed by the
PR and ROC curves, indicating its superior capability in connection prediction.

7 Implemented by NetworkX package: https://networkx.org/.
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The AUC values further substantiate this, with FlyGCL achieving the highest
performance, reaching 0.971 and 0.959 across both datasets. Furthermore, to
investigate the scaling performance, we report the training size of the circuit
networks versus connection prediction performance in Figure 4.

Corresponding results show that our method achieves great performance even
using <5% training edges, yielding a rapid performance increase in AUC as the
train ratio increases, surpassing 0.9 at a train ratio of 0.03.

Latent Feature Visualization The learned latent feature HF from 20% ra-
tio on Hemibrain-C is reduced into two-dimensional coordinates by tSNE[22],
resulting in a clustering visualization (Figure 5). Distinct clusters are evident,
with crisp boundaries and increased inter-cluster distances. This indicates that
our model effectively learned implicit features through the proposed contrastive
framework on such circuit network.

Ablation Analysis

– Effectiveness of base encoder To measure the contribution of different
base encoders, we have modified the encoder layer in the collection of (GCN,
GIN, GCN+Res). We report their accuracy for neuron classification on the
HemiBrain-C and Manc-C datasets. As shown in Table 6, GCN+Res achieves
1% higher accuracy on the HemiBrain-C dataset compared to the other two
methods, and a 3-5% increase on the Manc-C dataset. Therefore, we chose
GCN+Res as the default encoder of FlyGCL.

– Impact of different graph augmentations We have also altered the aug-
mentation methods to generate different views. The original functions were
Edge Perturbation (EP) and Feature Masking (FM). We employed various
combinations of these functions for graph augmentation. The experimen-
tal results, as depicted in Figure 5, indicate that EP significantly improves
the outcome, particularly on the Manc-C dataset, with the highest accuracy
achieved at edge removal probabilities of 0.5-0.6%. Node Perturbation(NP)
enhances model performance when the drop probability is less than 0.5, after
which the accuracy noticeably declines as the probability increases.
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Fig. 3: Neuron connection prediction results. A(I,II,III):The AUC, ROC curves,
and PR curves of HemiBrain-C. B(I,II,III):The AUC, ROC curves, and PR
curves of Manc-C.
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4 Conclusion

In this paper, we introduced a self-supervised graph learning approach, Fly-
GCL, which captures neuronal features just through the topological structure of
neuron-level circuit networks, circumventing the necessity for a substantial quan-
tity of labels. The neuronal features acquired by our model are efficaciously ap-
plicable to tasks such as neuron connection prediction and neuron classification.
Compared to existing baseline models, our model demonstrates superior perfor-
mance, while concurrently requiring a more modest amount of training data.
These applications underscore the potential of our methodology as a promising
tool for connectome data analysis, facilitating more efficient and precise elucida-
tion of the nervous system. This, in turn, contributes to a deeper comprehension
of the brain’s structural and functional organization.
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