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Abstract. The reconstruction of high-quality shape geometry is crucial
for developing freehand 3D ultrasound imaging. However, the shape re-
construction of multi-view ultrasound data remains challenging due to
the elevation distortion caused by thick transducer probes. In this pa-
per, we present a novel learning-based framework RoCoSDF, which can
effectively generate an implicit surface through continuous shape repre-
sentations derived from row-column scanned datasets. In RoCoSDF, we
encode the datasets from different views into the corresponding neural
signed distance function (SDF) and then operate all SDFs in a normal-
ized 3D space to restore the actual surface contour. Without requiring
pre-training on large-scale ground truth shapes, our approach can syn-
thesize a smooth and continuous signed distance field from multi-view
SDFs to implicitly represent the actual geometry. Furthermore, two reg-
ularizers are introduced to facilitate shape refinement by constraining
the SDF near the surface. The experiments on twelve shapes data ac-
quired by two ultrasound transducer probes validate that RoCoSDF can
effectively reconstruct accurate geometric shapes from multi-view ultra-
sound data, which outperforms current reconstruction methods. Code is
available at https://github.com/chenhbo/RoCoSDF.

Keywords: Multi-view reconstruction - Neural shape representation -
Freehand 3D ultrasound

1 Introduction

Freehand 3D Ultrasound (US) imaging has gained considerable attention in clin-
ical diagnostics due to its flexibility, portability and large field-of-view imag-
ing [1,2,3,4]. Most current freehand imaging systems usually collect 2D images
and 3D poses by scanning the object in a single-view direction (Fig. 1), utiliz-
ing a tracking device attached to the ultrasound transducer (UT) [2]. Accurate
reconstruction of geometric shape or surface is essential for freehand 3D US
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Fig. 1. Two typical data acquisition manners for freehand 3D US imaging using one ul-
trasound transducer (UT). (a) and (b) Single-view scanning and shape reconstruction in
row and column directions from UNSR [6]. (¢) Proposed row-column scan and multi-
view shape reconstruction. The shape contour (dark) is optimized from row-column
scan. In practical use for handheld scans, our row-column scan is not necessarily or-
thogonal, as indicated by the dashed blue lines and red lines in the left circle.

imaging in clinical settings, particularly for US hard tissue imaging because the
US signal is unable to penetrate the boundaries of hard tissues [5,6]. However,
single-view scanning provides restricted perspectives, often resulting in insuffi-
cient anatomical information and distorted structures in the scanning direction,
as illustrated in Fig. 1.

Multi-view US scanning can integrate multiple viewpoints, offering compre-
hensive spatial understanding and complex anatomical shapes. However, the
view-dependent nature of US imaging introduces additional challenges for 3D
reconstruction, since imaging a target from multiple scanning directions can
produce different reflected intensities. Current existing multi-view reconstruc-
tion methods mainly focus on two strategies for freehand or robotic scanning:
orientation-based intensity compounding [7,8,1] and neural radiance field (NeRF)
based view synthesis [9,10]. Although orientation-based methods can partially
address the view-dependent issue, their results are limited by the spatial resolu-
tion and discrete pixel connectivity problem [2]. On the other hand, the neural
radiance field (NeRF)-based method, as an emerging technology, offers the ad-
vantage of being resolution-independent in representation. However, it struggles
to accurately capture the geometric shapes [11,12]. Furthermore, the develop-
ment of these methods in freehand scanning is more challenging because slight
motion interference may lead to mismatches in multi-view fusion.

With the advance of neural implicit function, 3D continuous shape represen-
tation has recently emerged as a useful technique for improving the geometric
appearance in computer vision and medical imaging [13,14,15,16]. These repre-
sentations are commonly parameterized as a neural network that map 3D co-
ordinates to implicit values, such as signed distance function (SDF) [13,17,18].
Inspired by [17], a self-supervised learning method has recently been reported
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for frechand 3D US neural surface reconstruction (UNSR) [6]. It trains a Multi-
Layer Perceptrons (MLPs) network to learn neural SDF from input US volu-
metric masks without the requirements of ground truth signed distance fields,
point cloud normals, and occupancy fields. However, the limitations of single-
view imaging hinder UNSR from learning precise structure. Fig. 1(a) and (b)
illustrate that the overall vertebra shape is elongated in the row and column
direction by such a method.

To address these limitations, we propose RoCoSDF: Row-Column scanned
neural Signed Distance Function fields, a novel framework based on neural im-
plicit functions for shape reconstruction of multi-view freehand 3D ultrasound
imaging. As shown in Fig. 1(c¢), RoCoSDF aims to synthesize an SDF field to im-
plicitly represent the actual structures without ground truth shape supervision
by utilizing two typical scan views in row and column directions. Specifically,
given the row-column segmented points from a shape, we first learn two SDFs for
the row-scan and column-scan using a self-supervised strategy in a normalized
space. Then, constructive solid geometry (CSG) is employed to extract a signed
distance field from the two SDFs, which serves as the initial representation to
be refined further. We subsequently sample the query points and SDF values
in the SDF field for shape refinement using a supervised strategy. Particularly,
we introduce two regularizers to enhance the learning of a more accurate neural
SDF field. Our proposed method is quantitatively and qualitatively validated
on twelve vertebrae data scanned by two UTs. The results demonstrate superior
shape fidelity over existing approaches.

2 Methodology

2.1 Overview

An overview of the proposed framework for multi-view neural shape reconstruc-
tion from row-column scan is illustrated in Fig. 2. Our coarse-to-fine reconstruc-
tion pipeline primarily comprises four steps. In Step (a), separate training is
conducted to predict the row and column SDFs from input row-column datasets.
Step (b) aims to fuse the predicted SDFs to obtain a signed distance field, and
step (c) involves sampling the query points and SDF value in the distance field
for shape refinement. Finally, step (d) extracts the 3D mesh from the optimized
SDF using the Marching Cube algorithm [19].

2.2 RoCoSDF: Multi-view Neural Shape Reconstruction

Row-Column Neural SDFs Prediction A neural network fy, such as MLP,
can be trained as an implicit function to map any 3D point coordinate, x =
[1,y,2] € R3, to its corresponding SDF value of s € R. Here, § represents the
learnable parameters of the network. The object surface S is implicitly repre-
sented by the zero-level-set of neural SDFs, fy(-) = 0. Each 3D shape can be
individually parameterized by a fy(+).
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Fig. 2. An overview of the proposed framework for shape reconstruction. (a) Row-
Column neural SDFs prediction from point cloud P, and P... (b) SDFs fusion using
constructive solid geometry (CSG). (c) SDF sampling and refinement.

d(x,S8), if x is outside of S
0, if x is on the S
—d(x,S8), if x is inside of S

fe(x) =5, (1)

where d(x, S) is the positive distance from x to surface S. The sign before d(x, S)
is positive (negative) when x reaches the surface from outside (inside) of object.

A query point x can be projected to its nearest point x’ on the surface S
along or against the network gradient (V fp(x)) according to the predicted signed
distance.

x' =x— fo(x) - Vfo(x) (2)

Here, we utilize two MLPs neural networks to predict the row-column neural
SDFs for row-scan and column-scan, respectively.

SDF,, (X) = fro(x)
SDF ¢, (X) = feo(x)

where f,, and f., are the row-scan SDF decoder and the column-scan SDF
decoder, respectively

In step (a), the SDF,, and SDF,, map the 3D query points generated from
dual-view point clouds P,, and P,, to a normalized signed distance field using
MLPs by a series of self-supervised loss functions with regularizers.

3)

Signed Distance Fields Fusion Constructive Solid Geometry (CSG) com-
monly includes three boolean operations: union, intersection and difference,
which are computing on the implicit functions [20,18]. With row and column
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signed distance fields, an SDF can be coarsely fused through CSG operation by
operating the intersection between SDF,., and SDF,.

Intersection fro N feo : SDFyoco = max (SDFE,,, SDF,,) (4)

After the fusion, the actual object shape can be naively reconstructed using
SDF,,co- However, the direct CSG operation on row-column SDFs will lead to a
rough local surface and unexpected errors since CSG is commonly designed for
primitive shape elements.

SDF Sampling and Refinement To refine SDF,,.,, we further train a fop
to optimize the fused distance fields in a supervised way. An SDF sampler is
designed to directly sample the query points and SDF values in a 3D cube of
SDF,yco- We randomly generate the query points within the cube space ranging
from -1 to 1. Each query point is fed into the SDF,. ., to obtain the corresponding
SDF value. Following [13], we then sample more aggressively near the zero-level-
set of the SDF,,., using a Gaussian function, G(SDF,,.,(x),0). This strategy
facilitates the network learning more detailed SDF near the object surface.

2.3 Model Training and Loss Functions

We train the network using two learning strategies: 1) self-supervised learning
for fr, and f., in step (a) since there are no ground truth SDFs available during
this stage and 2) supervised learning for fo,; in step (c) by using SDF, .., as
pseudo ground truth.

ACstepa = £self7 Lstepc = ‘Csuper (5>

Self-supervised Learning The definition of self-supervised loss is mainly fol-
lowing UNSR [6]. We additionally introduce a non-manifold regularizer to pe-
nalize query points that are not on the surface but are close to zero-level-set due
to the constraints of L. [21].

ACself = ‘Csdf + )\sccRnonmfd‘Cscc + )\adlﬁadh
~ 112
Rnonmfd = exp(fanonmfd‘fro/co(x)|)7 ‘Csdf = HX/ - X||2 ) (6)
Loce =1 —¢08 (V fro/eo(x), (x' — %) /[x" — %)

where X € P is the nearest neighbor points of x, Vf,.,/c, is the gradient of
network fr, and feo, Lsqr is an L2-distance loss to optimize the projected x’ in
Eq. 2 reaching its nearest X, and L,q; is the adversarial learning strategy in [6].

Supervised Learning The supervised loss is a L1-norm distance between the
predicted SDF and SDF.,c, with a manifold regularizer [13,21].

‘Csuper = ||f0pt(x) - SDFTOCOIll + /\mdemfdvafd = ||f0pt(X)H1 (7)
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Table 1. Performance comparison of our approach with the baseline on two datasets.

Methods CD (mm)] HD (mm)] MAD (mm)] RMSE (mm)]
UT1 Scans
UNSR [6] (Row) 216 £0.16 521177  1.84%0.14 225 £0.17
UNSR [6] (Col)  2.11+0.18 5824080  1.78+0.17 2.25 £ 0.21
RoCoSDF (Ours) 1.754+0.09 4.08+0.74 1.34 £0.05 1.70 £ 0.03
UT?2 Scans
UNSR [6] (Row) 2.40+0.62 5.22+£247 1.97£0.67 2.39 £ 0.86
UNSR [6] (Col)  2.54+0.63 7.53+2.45  2.25+0.69 2.97 + 0.95
RoCoSDF (Ours) 2.03+0.36 4.87 +2.80 1.53 £0.47 1.92+£0.74

where R, fq is a manifold regularizer to penalize query points away from the
surface for smoothness.

3 Experiments and Results

3.1 Data Acquisition and Preparation

Six computer-aided designed (CAD) vertebra models are used as phantoms from
3D printing, including three typical thoracic vertebrae (T4, T8, T12) and three
typical lumbar vertebrae (L1, L3, L5). These CAD models serve as ground truth
for evaluation. For the generalizability analysis, two different US transducers
(UT1 and UT2) are adopted to collect two datasets using the row-column scan.
For one model scanned by one UT, each row-column scan corresponds to 1 shape
and 2 scans. Two UTs obtain 12 shapes and 24 scans from 6 models. An aver-
age of 540+159 frames from UT1 and 686+244 frames from UT2 are collected.
The electromagnetic (EM) positioning sensor is attached on the transducers for
locating images in tracking space. The EM positioning sensor and UT are cali-
brated using the Levenberg-Marquardt algorithm [22]. More device parameters
are listed in the supplementary material.

After the data acquisition, the 3D points in the region-of-interest (ROI) are
segmented and transformed from the tracking space to a normalized 3D space,
[-1,1]. Farthest Point Sampling (FPS) [23] is applied to the row and column 3D
point clouds for downsampling to speed up the training. We randomly sample
20000 3D points from each segmented dataset using FPS and normalized them
to a 3D cube space to acquire the raw point cloud. Then, for each point in
the point clouds, we sample 20 query points following Gaussian distribution
with mean 0 and standard deviation [6,17]. The standard deviation is defined
as the distance between x and its 50" nearest neighbor points. Additionally, we
randomly sample more query points within the same cube space to ensure the
networks learn an SDF everywhere.

3.2 Evaluation Metrics

Our approach is compared with the baseline method UNSR, the recent first
method for the application of neural shape representation to freehand 3D US
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Fig. 3. Visualization of thoracic vertebra T4. The top and bottom are the 3D meshes
and colorized error maps from CAD model, UNSR (row-scan), UNSR (column-scan)
and RoCoSDF (ours).

imaging [6]. Four evaluation metrics are used to assess the reconstruction qual-
ity: Chamfer Distance (CD), Hausdorff Distance (HD), Mean Absolute Distance
(MAD) and Root Mean Square Error (RMSE). The distances are computed
between the points randomly sampled from reconstructed mesh and the corre-
sponding CAD models.

We directly visually compare our approach with the traditional orientation-
based reconstruction algorithms due to the poor geometry appearance of tra-
ditional algorithms. The posed images from row-column scans are compounded
using Pixel-Based Methods (PBM) [2,7]. The reconstructed volume is visualized
through volume rendering. We show the results in the supplementary material.

3.3 Implementation Details

Three neural networks, frow, feor and fope, consist of 8 MLPs and 256 hidden
channels with the skip connection at the fourth layer. A Relu activation function
is attached after each layer except for the last layer. We train frou, feor and fope
for 1.0 x 10* iterations using the Adam optimizer. The learning rate is set to
0.001 with a cosine decay schedule. The batch size, A\s.. and A\,q; are set to 5000,
0.01 and 0.01,respectively. The aponmypq and Appq and are set to 100 and 0.6.
Our network is implemented using Pytorch and trained on a single NVIDIA RTX
3090 GPU with 24 GB memory. After the training, we set the mesh resolution
to 2563 and the threshold of Marching Cube to 0 to extract the zero-level-set of
surface boundaries using SDF,;.

3.4 Qualitative and Quantitative Results

As listed in Table 1, RoCoSDF achieves leading performance with UNSR across
all four evaluation metrics on both two datasets. Our approach demonstrates a

27% and 24% improvement over the UNSR row scan in UT1 scans in terms of
MAD and RMSE, and 32% and 35% improvement over the UNSR column scan
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Fig. 4. Ablation study on the effectiveness of step (c) and two regularizers.

in UT2 scans in terms of MAD and RMSE. More specifically, we observe that the
quality of single-view reconstruction results from the UT2 scans dataset is infe-
rior compared to those obtained from the UT1 scan dataset. This discrepancy in
reconstruction performance can be attributed to the lower elevation resolution
of the UT2 probe. Nonetheless, our approach retains the capability to accu-
rately recover the real structure from the row-column scan data, for example,
a substantial average decrease of 19% and 35% in RMSE than UNSR-row and
UNSR-column. Statistical significance is established with p-value < 0.01 against
UNSR across all metrics.

We present a qualitative result of thoracic vertebra T4 in Fig. 3 and more
results in supplementary material. The reconstructed mesh and the correspond-
ing CAD model are superimposed to visualize the error map with color coding.
The results from the single-view scanning by UNSR fail to reconstruct the accu-
rate shape structure regardless of row-scan or column-scan, with errors mainly
distributed along the scanning direction. Compared to them, our method can
extract latent shape information from each view to complementaryly recover ac-
curate and smooth surfaces, as shown in the colorized error map at the bottom
of Fig. 3.

We qualitatively demonstrate an ablation study on lumbar vertebra L3 to
explore the effectiveness of step (c¢) and two regularizers. As shown in Fig. 4,
the generated meshes from direct CSG operation without step (c) yield obvious
editing traces and noises. The non-manifold regularization facilitates the net-
work to learn a more compact shape and thin structures, while the manifold
regularization refines the surface details.

4 Conclusion

We present RoCoSDF, a novel neural-SDF-based framework for multi-view free-
hand 3D US shape reconstruction from row-column scanned data. Our approach
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solves the challenges of view-dependent and pixel connectivity issues in multi-
view 3D US by directly operating on 3D signed distance fields. In addition,
we design a coarse-to-fine optimization strategy to enhance the shape appear-
ance with surface regularizers, eliminating the need for additional ground truth
shape supervision. Evaluation results on two UTs demonstrate the high fidelity
and generalizability of our method.

The proposed RoCoSDF can effectively address the elevation thickness prob-
lem in freehand 3D US imaging as well as be easily extensible for robotic 3D
US imaging. This new design also holds promise to reconstruct precise shape
from incomplete or noisy in-vivo structures by exploring other fusion strategies
(such as union and interpolation) or denoising modules with specific regulariza-
tions [18,24].
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