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Abstract. In computational pathology, deep learning (DL) models for
tasks such as segmentation or tissue classification are known to suffer
from domain shifts due to different staining techniques. Stain adapta-
tion aims to reduce the generalization error between different stains by
training a model on source stains that generalizes to target stains. De-
spite the abundance of target stain data, a key challenge is the lack of
annotations. To address this, we propose a joint training between artifi-
cially labeled and unlabeled data including all available stained images
called Unsupervised Latent Stain Adaptation (ULSA). Our method uses
stain translation to enrich labeled source images with synthetic target
images in order to increase the supervised signals. Moreover, we lever-
age unlabeled target stain images using stain-invariant feature consis-
tency learning. With ULSA we present a semi-supervised strategy for
efficient stain adaptation without access to annotated target stain data.
Remarkably, ULSA is task agnostic in patch-level analysis for whole slide
images (WSIs). Through extensive evaluation on external datasets, we
demonstrate that ULSA achieves state-of-the-art (SOTA) performance
in kidney tissue segmentation and breast cancer classification across a
spectrum of staining variations. Our findings suggest that ULSA is an
important framework for stain adaptation in computational pathology.

Keywords: Semi-supervised Learning · Stain Adaptation · Whole Slide
Image · Transfer Learning · Segmentation · Classification

1 Introduction

Recent advances in DL for computational pathology have shown promising re-
sults for a wide range of applications, from cancer and biomarker detection [13]
to tissue structure segmentation [3]. However, large-scale studies have shown
that the effectiveness of DL techniques in histology is highly dependent on the
availability of labeled data [16]. Despite its theoretical promise, acquiring a suf-
ficient number of expert annotations remains challenging. In the realm of digital
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pathology, image datasets often consist of sequential slides stained with various
techniques, each providing different insights into the same region of interest. De-
spite variations in staining protocols, these slides often share a significant amount
of consistent information. However, expert annotations may be available for one
type of staining but may be lacking for others, which are often accessible in large
quantities without labels. Generating expert annotations for multiple staining
techniques for the same analysis tasks would be extremely time-consuming. In
the era of foundation models [11], we also prefer generalized DL models that are
robust to data shifts instead of domain experts. In this paper, we question how
to tailor a DL model trained for a specific task to handle variations in staining
within the distribution of target stains, for which no annotations are available.
This can be accomplished by incorporating unlabeled data during the training
phase. The aspect of stain adaptation across different inter-staining techniques
has not been sufficiently explored so far. Despite efforts to develop stain-to-stain
translation techniques, their effectiveness is typically evaluated either visually
by experts or through translation metrics [20]. Previous research has not fo-
cused on directly incorporating unlabeled target stain images into the training
process, but only used them for translation [2,7]. Here, we present ULSA, a
semi-supervised strategy designed for joint training of all staining data for the
first time. We introduce a framework that integrates unlabeled target stain im-
ages into supervised training by maintaining the supervised learning signal for
synthetic target stainings generated through Cycle GAN (cGAN) inference [19].
Feature-wise stain-adaptation enables using unlabeled target data and enforces
feature consistency across stains. By combining these key ingredients, we pro-
pose a new method for efficient stain adaptation that outperforms current SOTA
approaches. Our novelties can be summarized as

(1) Unsupervised Stain Adaptation. ULSA leverages target stain data in
a supervised and unsupervised manner using only annotated source stains. We
propose a framework for training stain-invariant models for digital pathology.
(2) Feature Consistency Learning. We maximize cosine-similarity between
hierarchical features across stains to achieve stain-invariance on feature level.
(3) Task Agnostic Framework. ULSA is applicable for classification and
segmentation training of stain-invariant models.
(4) Outperforming SOTA. Our approach outperforms methods from stain-
translation, DL based augmentation and semi-supervised learning slightly for
source stains and by a large margin for target stains. Our approach needs only
10% of labels to achieve the same performance as SOTA trained on all data.

2 Method

Stain adaptation aims to minimize the generalization error in task performance
between a source stain s ∈ S and a target stain t ∈ T (Fig. 1a). In particular,
a parameterized model mθ trained on labeled source staining data xL

S should
ideally maintain task performance on other unlabeled target stains xU

T where
no labels are available. We propose to address this challenge by incorporating
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Fig. 1. (a). Problem statement of unsupervised stain adaptation. (b). Stain-invariant
feature consistency learning. (c). Artificial images generated by cGAN.

unlabeled target stainings through (i) a cGAN model to augment labeled images
into target stains that inherit the same annotation, (ii) unsupervised stain adap-
tation to jointly train on all stains with supervised and unsupervised objectives
including all stains, followed by (iii) stain-invariant feature consistency learning
(FCL) by unsupervised matching of latent representations between stains. The
overall method is outlined in Fig. 2.

(i) cGAN stain augmentation. We pretrained and used cGANs, which we de-
fine as stain translation function G(xL

S) = xL
S∪T to synthetically augment source

training data into target stainings. This process is structure preservering [19],
thus each target stain image inherits the label corresponding to the associated
source image xL

S used for translation. Fig. 1c shows exemplary translation re-
sults. This strategy aims to increase the labeled training dataset and thus the
supervising signal to achieve stain-invariance on prediction level.

(ii) Unsupervised stain adaptation. Since labeled data are given only in
source staining xL ∼ pS(x

L), we would ideally desire a mapping from source to
target samples. We approximate this mapping by using |S| · |T | distinct cGAN
augmenter to obtain additional labeled target samples xL ∼ p̂t∈T (x

L | xU ). With
| · | we denote the cardinality of a set of stains. Note that all inferred samples xL

inherit the label y associated with xL. Thus, we approximate pS∪T by a mixture

p̂S∪T

(
xL
)
=

1

|S|+ |T |

(∑
s∈S

ps
(
xL
)
+
∑
t∈T

p̂t
(
xL
))

.
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Fig. 2. ULSA model. Labeled source stains are translated into synthetic target stain
data to obtain supervision for image-wise stain-invariance. We extract features for a
real and stain translated noised image of the target stain data, where we maximize
cosine similarity to achieve unsupervised feature-wise stain-invariance in latent space.

In addition, we leverage unlabeled data by unsupervised learning. Given an un-
labeled image xU,1

t∈T , we translate it to x̃U,1
t∈T = I

(
R
(
xU,1
t∈T | xU,2

t∈T

))
by Reinhard

translation R and noise injection I. Note that R receives another unlabeled ran-
dom sampled image xU,2

t∈T from target stains t ∈ T as reference for subsequent
translations. Fig. 1b include example inputs. We used Reinhard normalization
as Macenkos method has much higher runtime leading to computational over-
head, see Supplementary Material (SM). Finally, we enforce the model to embed
images invariant to stain translations by maximizing cosine similarity in unsu-
pervised loss LU , see (iii). For this reason, we used light Gaussian blurring for
noise injection, see SM for other choices. In summary, we define our objective as

min
θ

L
(
θ | xL, y, xU

)
= E

xL∼p̂S∪T (xL)

[
LS

(
θ | xL, y

)]
+λ E

xU∼pS∪T (xU )

[
LU

(
θ | xU

)]
where LS is a supervised loss. With minimizing LS using labeled images of
synthetic target stains, we aim for stain-adaptation on prediction level. We use
multi-class and binary cross-entropy loss for segmentation and classification,
respectively. We set equal weight λ = 1, obtained by performing a grid search
as described in SM. In each iteration we compute LS on a batch of labeled data
and compute feature consistency with LU on a batch of unlabeled data. Next, we
detail the unsupervised loss term associated with feature consistency learning.

(iii) Stain-invariant feature consistency learning. For unsupervised learn-
ing, we aim to calculate similar feature representations for an input x = xU,1

t∈T and
a stain translated noised version x̃ = x̃U,1

t∈T . To enforce this for every downsam-
pling block in a model, we apply non-parametric 2D adaptive average pooling.
In Einstein notation, this tensor operation leads to B,Ci, Hi,Wi → B,Ci where
B, C, H, W and i refer to batch-size, channels, height, width and the model
block, respectively (Fig. 1b). We aim to maximize the cosine similarity between
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all hierarchical features of a model mθ. In this way, we enforce feature similarity
by updating the model such that extracted image features become similar in
latent space. We define features as model outputs up to block i after 2D adap-
tive pooling, fθ̄,i = mθ̄,i(x), f̃θ,i = mθ,i(x̃). For brevity, index θ, i also refers to
parameter optimization from input layer until block i. Following the literature
[10,18], we do not backpropagate gradients for non-augmented input, denoted
with θ̄. Hence, we define our unsupervised objective Lu as

LU (θ) = −1

b

∑
i∈b

fθ̄,i · f̃θ,i
∥fθ̄,i∥2 · ∥f̃θ,i∥2

,

where ∥·∥2 denotes the Euclidean norm and b the number of downsampling
blocks. With minimizing LU , we enforce stain-invariance at the feature level.

3 Experiments

We applied our proposed method to kidney tissue segmentation and cancer clas-
sification. We measured the performance using the dice score and the area under
the receiver operating characteristic curve (AUROC), respectively. Next, we de-
scribe our datasets and more information about statistics can be found in SM.

3.1 Datasets and Comparable Methods

For slide tiling, we used a modified version of the CLAM preprocessing pipeline [8]
and manually selected color thresholds as different stains require adjustments in
tissue detection. All images were processed at a size of 512× 512 px.

Kidney segmentation datasets. Our internal annotated train nPAS
train = 2,100

and validation nPAS
val = 160 datasets consist of annotated patches extracted from

periodic acid-Schiff (PAS) stained WSIs with 20× magnification. The annotation
masks contain the classes tubule, glomerulus, glomerular tuft, artery, arterial lu-
men, and vein. For external testing we included annotated glomerulus images
from PAS stained WSIs provided by the HuBMAP consortium [4]. After pro-
cessing the raw data we obtained nPAS

ext,hubmap = 2,670 samples. Moreover, we
included test data from the NEPTUNE [1] study, containing nHE

ext,neptune = 402,
nPAS
ext,neptune = 1,176, nSIL

ext,neptune = 688 Silver (SIL) and nTRI
ext,neptune = 817 Tri-

chome (TRI) stain samples. The classes glomerulus, glomerular tuft, artery and
tubule were annotated and images were taken from WSIs with 40× magnification
and rescaled to 20× magnification. We further processed unlabeled WSIs at 20×
magnification from the KPMP database [6]. We obtained nHE

unlabeled = 385,670,
nPAS
unlabeled = 409,554, nSIL

unlabeled = 538,412, nTRI
unlabeled = 415,822 tiles.
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Breast cancer classification datasets. Our cancer classification datasets
contain nHE

train = 1,950, nHE
val = 287 images obtained from HE stained WSIs and

tiled at 40× magnification level. Our test set contains Cytokeratin (CK5) and
Cluster of differentiation (CD8) stains with nCK5

test = 1,000 and nCD8
test = 1,000

samples. Sample sizes and binary label ratios were equalized for test sets after
preprocessing and excess data were held out of experiments to avoid data leakage
at patient level. Additionally we have unlabeled datasets containing nHE

unlabeled =
117,369, nCK5

unlabeled = 41,735, nCD8
unlabeled = 52,492 samples. We split the data at

slide-level so that each patient appears exclusively in one dataset.

Comparable methods. We selected comparable methods from the domains of
stain translation, unsupervised augmentation, and semi-supervised consistency
training. (1) Baseline. For comparison, we include a naive approach where we
train a model on source stains without access to target stains, thus obtaining
a lower bound for stain adaptation. (2) Reinhard. Reinhard’s method is a
stain normalization technique that adjusts the color appearance of histopathol-
ogy images by aligning them with a reference color space [12]. (3) Macenko.
Macenko’s method [9] is a stain normalization technique that standardizes the
color appearance of images by mapping them to a reference color space. It has
been shown that this method provides the best performance across various col-
orization techniques for downstream tasks [7]. (4) cGAN Augmentation. This
method generates synthetic images with diverse staining variations in order to
translate between stainings and train stain-invariant models [2]. (5) FixMatch.
A semi-supervised learning approach that combines labeled and unlabeled data
by enforcing consistency between predictions made on unlabeled samples based
on confidence scores [14]. (6) Unsupervised Data Augmentation (UDA).
UDA is a semi-supervised learning technique designed for classification tasks
that leverages augmentations on unlabeled data to improve model performance
by minimizing probability distributions between two versions of an image. Origi-
nally proposed for natural images [18] it has been adapted to histology images [5].

3.2 Implementation

cGAN augmentation. We initially started with hyperparameters following the
literature [2] and performed a grid search with details noted in SM. By visually
evaluating the stain-translation results, we selected a model trained with 300
epochs and a learning rate of 1.5e−4. For each stain translation we used 10, 000
unlabeled images from KPMP. For source stains, we used unlabeled HE data for
cancer classification, and our labeled PAS stained training set for segmentation.
Each stain translation training and inference task took about 8 hours.

Segmentation and classification. For all experiments we used a ResNet-50
as classification model and encoder model for U-Net in segmentation. We tuned
hyperparameters on validation sets and set a learning rate decay of 1e− 10 and
early stopping for 5 and 10 consecutive epochs with no decrease in validation loss.
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We employed AdamW as optimizer and set the initial learning rate to 1e−04 and
the weight decay to 1e− 05. Images were resized to a scale of 224× 224 px. We
used a total batch-size of 128 for all experiments. For semi-supervised learning
we batched data to 32 and 96 for labeled and unlabeled data. All models were
initialized with ImageNet weights and experiments were run on a single Nvidia
A100 GPU. We measured a maximum training time of 10 and 7 hours across
methods (except Macenko) for segmentation and classification, respectively.

4 Results and Discussion

In this section, we report the results and analyze the number of labels required for
stain adaptation in kidney tissue segmentation and breast cancer classification.

Table 1. Dice and AUROC scores for segmentation and classification tasks, respec-
tively. We report the mean and standard deviation across three consecutive runs. All
methods (except Baseline) access unlabeled target stains in the trainings phase.

Method
Segmentation Classification

Intra-stain Inter-stain Inter-stain
PAS TRI HE SIL Overall CK5 CD8 Overall

Baseline
87.4

(0.66)
59.4

(4.19)
43.2

(4.01)
76.4

(1.67)
62.1

(3.24)
86.6

(9.61)
90.5

(7.10)
88.6

(8.35)

Reinhard [12]
87.3

(0.50)
64.8

(6.50)
40.2

(3.23)
77.9

(2.57)
64.3

(4.39)
89.8

(3.65)
94.1

(1.48)
91.9

(2.32)

Macenko [7]
85.0

(0.80)
71.6

(2.60)
48.3

(4.70)
81.6

(0.50)
70.3

(2.29)
89.5

(2.90)
93.4

(2.06)
91.4

(2.48)

cGAN [2]
84.2

(0.92)
69.9

(1.44)
46.0

(4.71)
79.0

(1.63)
68.1

(2.18)
87.1

(6.24)
88.0

(3.32)
87.5

(3.67)

FixMatch [14]
87.2

(0.51)
64.8

(2.67)
40.3

(7.28)
78.2

(1.02)
64.5

(3.05)
88.3

(2.25)
94.3

(1.37)
91.3

(1.78)

UDA [5]
87.2

(0.54)
64.9

(1.84)
45.8

(2.49)
77.5

(0.60)
65.4

(1.53)
89.7

(2.19)
92.8

(1.97)
91.3

(1.47)

Ours
87.9
(0.33)

74.1
(0.94)

53.6
(1.46)

81.8
(0.61)

72.6
(0.93)

91.6
(4.63)

94.6
(1.40)

93.1
(3.01)

Measuring stain adaptation. In the area of stain adaptation, we aim to at
least maintain performance on source stains (Intra-stain, Tab. 1) and maximize
performance on target stains (Inter-stain, Tab. 1). For segmentation on source
data our method is on par with other methods, and also shows slightly improved
performance. Note that all other methods decrease their performance on source
stains compared to the baseline. More importantly, we increase the Dice score for
target stains (Inter-stain, Overall) by more than 10 and 2.3 compared to naive
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training and Macenko colorization, the best comparable method. Note, however,
that although Macenko provides the second best stain adaptation result, source
performance is reduced by 2.4 and 2.9 compared to baseline and ULSA. In the
case of classification, we did not have further annotated intra-stain data for
testing, but report results for target data. Our method increases the AUROC
by 4.5 and 1.2 compared to the naive and best comparable methods. Overall,
these results demonstrate efficient stain adaptation by increasing the target while
not only maintaining but increasing source performance (Fig. 1a). Additionally,
we trained all methods on different fractions of labeled data and tested their
performance on targets in segmentation (Fig. 3a). Interestingly, ULSA shows
great stain adaptation even on very little annotated data and is on par with the
best comparable method (on full data) using only 10% of labeled data.

Ablation study. We measured the influence of different components of our
method in segmentation (Fig. 3b). By dropping either cGAN or FCL compo-
nents, overall target performance decreases. Using hierarchical features (ULSA)
instead of features from the last block (LB FCL) increases the scores. We also ini-
tialized our ULSA method with pretrained weights from a foundation model for
histology (FM ULSA), obtained by large-scale learning of HE images [17]. With
this setup, we demonstrate that ImageNet pretrained weights yield better per-
formance. This suggests that when building foundation models, stain variations
should be considered to avoid catastrophic forgetting of learned morphologies.

Fig. 3. (a). Performance for different fractions of labeled data. (b). Ablation study.

5 Conclusion

We proposed ULSA, a novel SOTA strategy to reduce stain generalization errors
in computational pathology tasks. Our semi-supervised learning strategy uses
annotated data for both source and artificial target stains. In addition, we incor-
porate unlabeled data for stain-invariant feature consistency learning. Finally,



Unsupervised Latent Stain Adaptation for Computational Pathology 9

joint optimization of supervised and unsupervised objectives enables efficient
stain adaptation. We empirically demonstrated that ULSA training increases
performance on unlabeled target stains in patch level segmentation and classifi-
cation. This suggests that ULSA is a task agnostic framework. We further showed
ULSA achieves efficient stain adaptation even in settings with scarce labels. A
potential limitation of our approach is that even if the performance for unseen
inter-stains is improved, augmentation may not translate the correct marker in-
formation from other stains. A possible example is immunohistochemical (IHC)
staining, where specific immune cells are highlighted. This could potentially af-
fect downstream applications in certain scenarios not seen in this study. Future
work could compare other augmentation strategies such as HistAuGAN [15].
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